
The effective  use of 
automated  application 
development tools 

In  this paper we report on the results of a four- 
year study of how automated tools are used in 
application development (AD). Drawing on data 
collected from over 100 projects at 22 sites 
in 15 Fortune 500 companies, we focus on 
understanding the relationship between using 
such automated AD tools and various measures 
of AD performance-including  user satisfaction, 
labor cost per function point, schedule  slippage, 
and stakeholder-rated effectiveness. Using 
extensive data from numerous surveys, on-site 
observations,  and field interviews, we found that 
the direct effects of automated tool use on AD 
performance were mixed,  and that  the use  of 
such tools by themselves  makes little difference 
in  the results. Further analysis of key intervening 
factors finds that training, structured methods 
use, project size, design quality, and focusing on 
the combined use  of AD tools adds a great deal 
of insight into  what contributes to  the successful 
use of automated tools in AD. Despite the many 
grand predictions of the trade press  over the 
past decade, computer-assisted software 
engineering (CASE) tools failed to emerge as the 
promised “silver bullet.”  The  mixed effects of 
CASE tools use on AD performance that  we 
found, coupled with the complex impact of other 
key factors such as training, methods, and group 
interaction, suggest that a cautious approach 
is appropriate for predicting the impact of 
similar AD tools (e.g., object-oriented, visual 
environments, etc.) in  the future, and highlight 
the importance of carefully managing the 
introduction and use  of such tools if they are to 
be  used successfully in the modern enterprise. 

T he software industry has searched for the “sil- 
ver bullet” in  application  development (AD) pro- 

ductivity for over four decades, ’ yet the field con- 
tinues to have  many  highly  visible examples of 
software development failures. The opening of the 
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new Denver, Colorado, international airport was de- 
layed for more than a year-at a cost of more than 
$1 million per day-due to  a software problem in 
the  automated baggage-handling system. In devel- 
oping a new air traffic control system, the U.S. Fed- 
eral Aviation Administration is currently five years 
behind schedule and more than $1 billion  over bud- 
get.’ One study found that almost 75 percent of all 
AD projects are never ~ompleted,~ while other stud- 
ies  have estimated that between one-third and one- 
half  of  all systems projects never reach the imple- 
mentation stage.4 This vexing problem has led 
practitioners and researchers alike to look for an an- 
swer-a silver  bullet-in  many areas. Despite the 
huge amounts of attention and effort  focused on im- 
proving AD tools and methods, however,  few clear- 
cut solutions to improving the results of using AD 
tools have emerged. Over the past 40 years, the  pro- 
cession of new AD tools and methods has led to only 
incremental improvements in overall performance. 
When new tools or methods are introduced, many 
in the field seem to rush to embrace them, only to 
realize later  that unrealistic expectations cannot be 
met. 

In our study we  find this to have been particularly 
true for computer-assisted software engineering 
(CASE) technologies. Moreover, and perhaps more 
importantly, this  may  also  be the case for other new 

Wopyright 1997 by International Business Machines Corpora- 
tion. Copying in printed  form  for private use is permitted with- 
out payment of royalty provided that (1) each reproduction is done 
without alteration  and (2) the Journal reference  and IBM copy- 
right notice  are included on the first page. The title and  abstract, 
but  no other portions, of this paper may be copied or distributed 
royalty free without  further permission by computer-based and 
other information-service systems. Permission to republish any 
other portion of this paper must be obtained from the  Editor. 

124 GUINAN, COOPRIDER, AND SAWYER 0018-8670/97/$500 0 1997 IBM IBM SYSTEMS JOURNAL, VOL 36, NO 1, 1997 



approaches to software development such as object- 
oriented (00) approaches5  and  other proposed AD 
solutions.  Drawing  on data collected in our four years 
of studying AD projects in 15 of the most  highly re- 
garded companies in the  United States and Canada, 
we feel that we can appropriately point to  the ben- 
efits and drawbacks of using automated tools in or- 
ganizations today in the hope that what we  have 
learned from the past will contribute to the success- 
ful  use of the next generation of tools and methods. 

In this paper we begin our discussion by looking  back 
at a major development in software practices-the 
development and delivery of automated design and 
development tools that were positioned to revolu- 
tionize the way  in  which  systems were  developed. The 
results of our four-year longitudinal study  show that 
tools are helpful only under  the  proper set of con- 
ditions-and  in some situations the tools may actu- 
ally hinder AD performance. We have  also included 
a general reference section that contains other rel- 
evant related work. 

One finding from our study indicates that  the use of 
automated development tools may have a very  pos- 
itive impact from one point of  view (e.g., the tools 
may enable developers to  create systems  with  which 
users are more satisfied), while  having little or even 
a negative impact on other AD performance mea- 
sures (such  as adherence to schedule). The relation- 
ship between tool use and performance is  complex 
and affected by several key mitigating factors that 
we found, including: training both in  specific tool op- 
erations and general AD processes, use  of structured 
methods, project size, team interactions, and the 
quality of the initial application design. At the same 
time, however, some of our findings were counter- 
intuitive and illustrate the need to  better examine 
and understand how tools and methods actually af- 
fect AD performance. 

As an example, we found that application develop- 
ment teams with more operational training in spe- 
cific tool use  receive higher satisfaction ratings from 
their end users-but the development teams are also 
more likely to miss their planned schedules. By con- 
ducting additional analysis,  however, we developed 
a much more complete picture of the role of train- 
ing  in tool use. When teams receive both tool-spe- 
cific operational training and more general AD train- 
ing, there is less schedule slippage and greater user 
satisfaction. If organizations do  not provide both 
types of training for their developers, they may be 
unhappy with the tool impacts that they see but not 
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know  what they could have done differently to make 
the tools more effective  in their organizations. 

Another  important finding of our study is the need 
to  better understand what can be characterized as 
the “backlash” against CASE-and what  it may mean 
to  the  future of our industry. For example,  we  ex- 
pected tool use to be higher and related to increased 
AD performance when  it  is accompanied with a de- 
sign document of high  quality.  Surprisingly, higher 
quality  design documents were related to lower lev- 
els of tool use. In post hoc interviews  with the de- 
velopment teams, we learned  that many developers 
felt that  there was too much excitement and expec- 
tation with  using CASE, and they were therefore less 
willing to use the tools-even if they expected an 
increase in the quality of their work.  Finally, perhaps 
the most important  and encouraging result of our 
study  is the 50 percent performance improvement 
achieved by teams that extensively used both CASE 
tools and formal structured methods. Conversely, for 
teams characterized by  low use of both structured 
development processes and CASE tools, their systems 
cost more and were less acceptable to  the project 
stakeholders. We found that  automated develop- 
ment tools may be a magnifier. That is, for teams 
with well-structured processes, use of such tools en- 
hanced the process and improved performance. For 
teams with more informal or ad hoc processes, tool 
use abetted chaos. 

It is  clearly important for information systems man- 
agers and developers to have realistic expectations 
for the use of automated application development 
tools. The potential benefits from these tools are not 
universal, and they can lead to important perfor- 
mance trade-offs. As an industry, the information sys- 
tems groups continue to experience serious failures 
and limited success  in  using these tools. “Those who 
cannot remember the past are condemned to repeat 
it.” 

To elaborate on these findings, we begin with a brief 
review Of CASE research to set the stage for the study 
we discuss.  We then describe our research approach, 
a longitudinal study  in  which we collected data at 
specific points over the life  cycle of 57 development 
projects. Data collection is organized using the IBM 
AD/Cycle*  model.‘j  Analysis  focuses on analysis and 
design  activities, and findings do not pertain to the 
maintenance aspects of the model, since we looked 
at new development. This section is  followed by a 
presentation of the major results of the study.  We 
discuss the use of application development tools and 
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examine the effect of this use to AD performance. 
We conclude the  paper by focusing on implications 
for managers and system development teams. 

CASE history 

The rise  in interest in CASE tools is best understood 
by using the growth of the software industry as a 
backdrop. Recent figures put  the  present value of 
software at $2.7 trillion.’ Estimates of the software 
industry calculated it to be a $1 trillion business  in 
1995, growing by nearly 8 percent annually.* This is 

Drawing on data  collected, 
we  can  appropriately  point to 
the  benefits  and  drawbacks 
of using automated tools. 

particularly notable since the investment has all  oc- 
curred within the past 40 years, with  most of it in the 
last 20 years. Software systems and their develop- 
ment are central to  the modern enterprise. 

With  this unparalleled growth  come a number of pro- 
ductivity challenges. Software development is both 
complex and problematic. ‘s9-12 The need to  better 
support developers has led to several evolutions in 
the tools  and methods for software development. For 
example, structured methods and  structured pro- 
gramming are techniques to assist developers to de- 
sign and build  software more systematically. 6,13~14 Im- 
provements in programming languages and their 
compilers and debuggers increase developers’ pro- 
ductivity. ‘’,I6 

In the 1980s this attention  to tools rapidly expanded 
as CASE began to  appear.I4 As the interest in CASE 
tools rose, research reporting on the use and  pro- 
ductivity of CASE tools remained scarce and mixed. 
While the empirically based research on CASE tool 
use was equivocal at best, trade journals presented 
powerful  claims of CASE tool use  success. 

For example,  drawing on empirical data, Lempp and 
LauberI7 found the quality of  CASE-abetted systems 
is higher, although costs are higher. This study also 
reported  that  the use of CASE tools encourages de- 
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velopers to spend  more time and effort document- 
ing their work. More recent research indicates that 
tool use has no impact on the final  quality of a sys- 
tem. l8 These contradictory results  also  occur  in other 
research efforts.  Surveys and observations across 
multiple organizations find more questions than an- 
swers about the impacts of CASE tool use on  pro- 
ductivity,  quality, and cost. 19,20 Scientific research also 
highlights limitations within the CASE tool suites and 
reveals  significant  social dilemmas that organization 
members experience after purchasing and using the 
tools.2’ 

Concurrently, the  trade  literature frequently touted 
the benefits of using CASE tools. While the research 
literature  reported mixed  findings, Burkhard”  re- 
ported “ . . . there were strong indications that CASE 
actually improves productivity.” Other articles re- 
ported tremendous success stories of CASE use,23,24 
but these claims were based on anecdotal informa- 
tion. For instance, a report circulated by one con- 
sulting group indicated that CASE use was creeping 
into most major companies, barriers to CASE use 
were falling, and pilot CASE projects had been very 
successful. 25 

Given the mixed  views  of CASE tool use, we recog- 
nized the need to approach the problem from a solid 
theoretical and  empirical  perspective. To understand 
how CASE tools are used, we felt it was imperative 
to study development teams across the systems de- 
velopment life  cycle, across multiple development 
efforts, and across  many organizations, with both ob- 
jective and subjective performance measures. To  our 
knowledge, no  other study has attempted to collect 
data  about CASE use and impacts in such a compre- 
hensive  way. 

Study approach 

Our interest in automated application development 
tools-their use and their effects on AD perfor- 
mance- derives from our ongoing research on how 
groups of people work together, how they use infor- 
mation technology  (such as CASE tools), and how this 
impacts team performance. Application develop- 
ment is a particularly interesting domain to exam- 
ine because the work demands a team orientation. 
CASE tools are an excellent  example of cooperative 
work methods and tools, and improving AD perfor- 
mance is a critical issue for our industry. In order 
to accomplish the research objectives, the study had 
to be rigorous and based on theory-driven research 
models. Specifically, the theoretical and conceptual 
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support for this  study includes related work from in- 
formation systems research, organizational theory, 
small group theory, and communications re- 
search.26-32 In addition, to make the results of this 
research useful to application development organi- 
zations and personnel, the study had to focus on rel- 
evant  issues and concepts. Hence, we based our mea- 
sures and present our results in  ways that reflect 
current industry standards. 

In order  to compare results across organizations, we 
focused on large companies that had extensive in- 
house information system departments. To control 
the project size, projects had to be 12 to 18 months 
in planned duration. The selected projects were bus- 
iness applications with some strategic relevance to 
the company. To accommodate the changing nature 
of AD projects across the life of the project, we chose 
to follow each project from inception through de- 
livery  and  system  use.  We  developed  several data col- 
lection instruments for use  in gathering data from 
developers, managers (information systems and line- 
of-business managers), and users. Software metrics 
on each project (e.g., function points, labor costs, 
schedule adherence) were also collected. 

Table 1 summarizes our sample population. Data 
were collected on more than 100 projects (not all 
completed) at 22 sites of 15 organizations in the 
United States and Canada. Contributing organiza- 
tions represent financial  services,  manufacturing, and 
high-technology industries from the Fortune maga- 
zine Fortune 500 list. For each project, we surveyed 
the development team at three stages of project de- 
velopment: at the  end of requirements, at  the  end 
of design, and at project implementation. At the  end 
of requirements and implementation we also sur- 
veyed the key managers who were invested  in the 
outcomes of the projects. These “stakeholders” pro- 
vided a critical  perspective on AD team performance, 
because they were heavily  invested  in the outcomes 
of the projects. After the systems were in operation 
for approximately six months, we surveyed the  end 
users and user managers on their satisfaction with 
the system.  Finally, we gathered data on the tech- 
nical  environment of each  organization,  including de- 
scriptions of the platforms and hardware and soft- 
ware configurations for each project. Of the more 
than 100 projects we began tracking, 57 were com- 
pleted, implemented, and placed in production. 
From these 57 projects come the  data for this pa- 
per. 
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Table 1 Description  of the four-year  study 

L 
Envimnmsnt How Many 

Contributing  orga&zations 15 

Diffmnt CASE tools used 20 

Projects  completed 57 

Participants  More than 2000 

Observations pet team , Approximately 4000 

Data points . I Nearly 500000 

Through the course of the four-year study, we  vis- 
ited the project sites on  a quarterly basis. During 
these visits  we  interviewed project team leaders, key 
technical people, key managers in the information 
systems department, as well  as senior managers in 
many of the companies. We gathered project doc- 
uments, observed daily  work, and  spent time  with 
individual members of many of the teams. We main- 
tained phone  and mail contact with  all projects on 
a regularly scheduled basis. Each project contact was 
arranged directly  with the project team and the site 
sponsor. At  the completion of the  data collection, 
we had collected data from more than 2000 people. 
These data include more than 4000 observations per 
team, for a  total of nearly 500000 data points. 

This data set provides an exceptionally  rich picture 
of automated development tool  use  in organizations. 
The study  is contextual, drawing from data about the 
organizational environment and the  department 
environment as well as the individual project. The 
data include a variety of computing infrastructures, 
including mainframe, local networks, uncoupled 
workstations, mixed vendor shops, and rudimentary 
client/server systems. CASE tool use  varies  widely 
across the projects in our sample: both by project 
and by phase. Studied projects made use of more 
than 20 different CASE tools. 

In the following sections we highlight our findings 
on CASE tool usage and application development 
team performance. To present this analysis, we be- 
gin by describing how  we analyzed the CASE usage 
data. We  also describe the key performance mea- 
sures used. Finally, we explain how various charac- 
teristics of the software teams, the development 
projects, and  the training and use of the tool relate 
to technology  usage and, ultimately, to AD team per- 
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Figure 1 A life-cycle model of  CASE tool  use 

INCLUDED 
IN THIS STUDY 

NOT INCLUDED 
IN THIS STUDY 

Table 2 CASE tool use at different project stages 

formance. The following research questions were ad- 
dressed by this study: 

How are  automated tools used in AD projects? 
What are  the impacts of automated tool use on 

Which  key factors influence the relationship be- 
AD performance? 

tween tool use and AD performance? 

A framework to view  CASE tool use 

To  better understand how CASE tools are used in or- 
ganizations today, we use a life-cycle-based model 
of tool usage as a basis for data c~ l l ec t ion .~~  Figure 
1 presents the life-cycle model used. This model rep- 
resents a vision of CASE embodied as a set of solu- 
tions packaged in a common environment working 
from a central repository and is  similar to  the IBM 
AD/Cycle  model. 33934 This  comprehensive view serves 
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as a way to characterize the use of CASE tools by their 
applicability to  a specific  task  in the AD life  cycle. 
For instance, tools developed to assist  in the early 
stages of AD span planning and analysis. One exam- 
ple of this are  the  automated  data flow modeling 
tools found in  most  major tool vendor product suites. 
These have come to be known as upper CASE tools. 
Lower CASE tools support the production and main- 
tenance aspects of the AD life  cycle. Additional tools 
such as process management and project manage- 
ment support the  entire range of AD tasks and have 
come to be known  as  cross-life-cycle tools. 

Other available frameworks depict CASE tool use 
from a more behaviorally oriented functional per- 
spective. 26,35,36 A functional perspective focuses on 
the behavior of the developer rather than the features 
and functions of the tool. For this analysis we used 
a life-cycle  model  because of its  easy  mapping to ven- 
dor products and the familiarity of its components 
(e.g., enterprise modeling, analysis, testing) to infor- 
mation system practitioners. 

To measure CASE use, we use six aggregates  collected 
at two stages  in the development of each project. The 
six CASE tool measures for which data have been col- 
lected are grouped into  the  three categories: upper 
CASE tools, lower CASE tools, and cross-life-cycle 
tools. Drawing on  our life-cycle model, the  enter- 
prise  modeling  tools and the analysis  and  design  tools 
are  the key components of upper CASE tools. The 
build and test tools and  the maintenance tools are 
the key components of lower CASE tools. However, 
maintenance tool use  in  this context refers to those 
functions used to  support  the  current system as it  is 
being developed. The process management and the 
project management tools each represent cross-life- 
cycle tools. 

CASE tool usage 

We collected data on CASE tool use at  the  end of 
analysis and design, and again at  the completion of 
the project-at implementation. In addition, we also 
gathered data on the level of adherence to structured 
methods. Aggregated values across all projects for 
the CASE variables, at  the two stages, are presented 
in Table 2. These data encompass the 57 teams and 
more than 500 respondents who completed and in- 
stalled their systems. These  data were collected us- 
ing a 7-point scale. For these CASE tool usage scales, 
7 represents daily  use and 1 represents no use. Thus, 
a response of 4 represents a general average of 
weekly use. We asked the respondents to provide 
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their  average level of use at  the  particular project 
stage  and  did  not  focus  on  total usage as  a  function 
of time.  Questions  were  asked  about  the  team's  use 
of CASE tools, and  the  data were  aggregated to  team 
levels for  this analysis. 

From  Table 2 it can  be  seen  that overall usage, and 
usage in each  category, drops  from analysis and  de- 
sign through build and  test.  Second,  process  man- 
agement  and  project  management (cross-life-cycle 
activities) are relatively low at both  points. Finally, 
the largest change  between the two phases is  in the 
use of upper CASE tools. 

CASE tool usage is much lower than would be ex- 
pected  based  on the  popular  literature.  For instance, 
there occurred  a relatively large use of upper CASE 
tools  during analysis and design that  dropped  dur- 
ing build and  test.  The apriori expectation would be 
to  see a rise in lower CASE tool  use  during the build 
and test phases of the ~ r 0 j e c t s . j ~  This  expectation 
is driven by the belief that CASE tools provide  a way 
to move from  automated design to  automated  de- 
velopment. 38 The low use of CASE tools  and drop in 
use between upper  and lower CASE tools may have 
been because the tools are perceived as  inadequate 
for  their  intended  purpose. 19,39 That is, CASE tool use 
may have been low because the  teams did  not  feel 
that using the  tools really helped  their efforts as much 
as  they  had  hoped. 

CASE tool use  and AD performance 

As we stated above, one of the goals of the study 
was to determine  the  relationship  between CASE tool 
use and AD performance. As others have noted, how- 
ever, the  relationship  between AD performance mea- 
sures  varies  considerably  and is not well under- 
~ t o o d . ~ " - ~ '  We  do know that AD performance is a 
multidimensional  concept with many  facets,  any of 
which may or may not  be in concert with any other. 
In order  to get  a  reasonably broad assessment Of AD 
performance, we collected avariety of measures. This 
suite of measures  provides  a  gauge of the effects of 
CASE tool  use on  both subjective and objective AD 
performance  measures. 

We measured AD performance  both objectively and 
subjectively. The subjective measures include impres- 
sions of system efectiveness from  project  stakehold- 
ers (e.g., user managers and  information system man- 
agers)  and satisfaction ratings  from the  actual users 
of the systems. The two objective measures of per- 
formance  are labor costperfunction  point delivered 
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and schedule  slippage (in  percent of slip from  the 
scheduled  development  time). 

We  collected  the  evaluations of  key stakeholders at 
the  time  the project was implemented.  Stakehold- 
ers  were interviewed by the  researchers  about  the 
effectiveness of the project in regard to quality, pro- 
ductivity, and  time-to-market. Four  to six months  af- 
ter  each system became  operational, system users 
were  asked about  their satisfaction with the imple- 
mented system. Schedule  adherence was collected 
as the  percent slip from  the baseline  schedule  es- 
timate  (for  example,  a  project that took six months 
to  complete  but was originally scheduled  for four 
months  has  a 50 percent  slippage).  Function  points 
were  counted by the  members of the  research  team 
using a  common  standard43  that  ensured a  common 
basis for  comparison.  A  function  point  means any 
collection of code  that  stands as  a  functional  imple- 
mentation of a r e q ~ i r e m e n t . ~ ~   T h e  total  labor cost 
for  each  project was divided by the  total function 
points  sum of the  project to get  labor  cost  per  func- 
tion  point  delivered. 

The first stage of our analysis explores the direct  re- 
lationships  between CASE tool  use  and AD perfor- 
mance. Specifically, we ask if more  use of CASE tools 
leads to higher AD performance  as  measured by: 
stakeholders'  rated effectiveness, user  satisfaction 
ratings,  labor cost per function  points,  and  schedule 
slippage.  In  the following set of analyses we make 
use of various  forms of ordinary  least  squares (OLS) 
r eg re~s ion .~~ ,~ '  We  present  these results in terms of 
which factors  best  predict  variations in the  perfor- 
mance  measures.  Table 3 summarizes our analysis 
of the direct  relationship  between using CASE tools 
and how much of the variance in AD performance 
is explained. 

Table 3 shows that, of the  four  performance  mea- 
sures, CASE tool usage explained a significant amount 
for only two. Approximately one-fifth of the variance 
in schedule slippage is attributed  to using lower CASE 
tools.  This implies that using lower CASE tools  in- 
creases the likelihood that  the  team would  exceed 
their  scheduled  timetables. Further,  more  than half 
of the variance  between the best  and worst stake- 
holder-rated projects was accounted for by using both 
lower CASE and  process  management tools. No di- 
rect effects of CASE tool use to AD performance  were 
observed  for  user  satisfaction or labor  cost  per func- 
tion  point  delivered.  Thus, CASE tool  use  did  not di- 
rectly impact  user  satisfaction or production effi- 
ciency. However,  it is reasonable to expect that  the 
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Table 3 CASE  tool  use  and  application  development  performance 

Table 4 Expected  performance effects using  CASE  tools 

overall impact of CASE tool use on AD performance 
may be influenced by other factors such  as the use 
of structured methods, training, and group or proj- 
ect  characteristics.  We  explore the effect of these fac- 
tors in the next section. 

Key factors affecting the relationship 
between CASE tool use  and performance 

We  believe,  as do others, that  there  are certain fac- 
tors that may  affect the impact of CASE tool use on 
AD performance.'4,'7,26,35,46,47 Based on  our research 
models, these include factors about the project (such 
as project size and design quality), the software team 
(such as amount of training and level of coordina- 
tion), and the management of the project (such as 
the use of structured methods). We investigated the 
impacts of  five  of these factors. Table 4 describes and 
defines these factors and the rationale for their in- 
clusion  in the analysis. 

In this stage of analysis, for each of these potentially 
mitigating  factors,  we  divided the sample by the mean 
value of that factor. We then compared the relation- 
ship  between CASE tool  use  and performance for both 
high-value  and  low-value  groups. The results are  pre- 
sented with respect to these key factors in Table 5 ,  
and we  discuss them in the following subsections. 

Tool training. CASE tool  training refers to the amount 
and type of specific training the team members re- 
ceived. The expectation is that more tool training 
leads to higher levels of CASE tool use and improved 
AD perf~rmance.~' The  data from our sample indi- 
cate  that most training is  tool-specific. The general 
trend of tool-based CASE training is to have tool ven- 
dors or contractors perform the work. Vendor classes 
focus on the  features of the product; thus, typically, 
no formal integration of the product into existing 
methods, for a site or an overview  of  how the tools 
are to be used at  the site, are  part of this training. 
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Table 5 Effects of  key factors 

Larger project size 
(measured in 

i-1 Means no observed effect 

Further,  the average amount of tool-specific train- 
ing is less than two days. CASE tool  training is often 
done  months  before actual tool use begins. Still, team 
members  reported an  average  satisfaction level with 
CASE tool-specific training.  This suggests that CASE 
training is relatively similar to most of the  other 
methodology or tool  training that developers have 
received in the  past.49 

The results  indicated that  teams with higher levels 
of CASE tool  training  use the CASE tools significantly 
more  than  the less-trained  teams. Furthermore, 
teams with more CASE-tool training receive higher 
ratings from  the user population. However, for  these 
highly trained  teams  stakeholder-rated effectiveness 
is significantly lower and  schedule  slippage is signif- 
icantly greater.  This  confusing  mixture of effects can 
be  made  more  understandable if overall AD training 
(for  methods  and  for  project  management) is in- 
cluded as well. Table 5 shows that  for high levels of 
training that include  both CASE tool-specific train- 
ing and  general AD training, higher levels of CASE 
tool use are  related  to less schedule  slippage  and im- 
proved  user  satisfaction. There is no negative effect 
on  stakeholder-rated effectiveness. This is a  strong 
message to support  general AD training in conjunc- 
tion with CASE tool-specific training. 

Structured methods use. Structured  methods use is 
defined  as  the  amount of use of  key structured  meth- 

ods  for  each  team. On  the average,  structured  meth- 
ods  use is considered  moderately  important.  Using 
structured  methods  has  been  advocated  as  a key fac- 
tor in improving AD performance, 47 and CASE tools 
are  one way  of implementing  structured  method^.^' 
By splitting the  sample  into a  set of two groups  (one 
of teams with high levels of structured  methods use, 
the  other of teams with low  levels of structured  meth- 
ods  use)  a more  detailed picture of the impact of 
structured  methods  use is possible. From this  anal- 
ysis, for  teams with higher  than the average use of 
structured  methods, use of CASE accounts  for 16 per- 
cent of the variance in the labor cost per function 
point.  In  this  same  sample CASE use  accounts  for 55 
percent of the variance in stakeholder ratings of proj- 
ect effectiveness. There  are  no significant relation- 
ships  between CASE tool use and  user  satisfaction or 
schedule  slippage  for high levels of structured  meth- 
ods use. However, lower levels of structured  meth- 
ods  use  result in lower levels of user  satisfaction  and 
a  higher  labor cost per function  point.  What is clear 
from  the  data is that using structured  methods in- 
fluences the  amount of CASE use and  enhances as- 
pects of AD performance. 

Group coordination. Group  coordination is the ex- 
tent  to which team  members  share  information  and 
make efforts to work  together.  Research  indicates 
that higher levels of group  coordination  should  be 
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related to higher levels of perf~rmance. '~ ,~~ Overall, 
teams in  this sample exhibit  high  levels of group co- 
ordination. These groups were also  relatively  sim- 
ilar in this behavior, as the variance in the level of 
group coordination across these teams was  small. 

However, splitting the sample on the mean level of 
coordination shows  sizable  differences  in both CASE 
use and  the relationship between CASE tool use and 
some of the AD performance measures. Teams with 
higher levels of group coordination use CASE tools 
less and the labor cost per function point is higher. 
However, user satisfaction is higher for groups with 
higher levels  of coordination. Teams with  less group 
coordination use CASE more, have  lower labor cost 
per function point and  lower user satisfaction. For 
teams with low levels of group coordination, using 
project management tools helps to explain the vari- 
ance in the labor cost per function point. Higher lev- 
els of project management tool use, especially  early 
in the project, help to explain nearly 25 percent of 
the variance in labor costs per function point. Finally, 
CASE tool use  is related to schedule slippage for both 
levels of group coordination. This finding  suggests 
that CASE tool use does not provide the time savings 
that the trade press r ep~r t ed .~"  

Design document quality. Design document quality 
is defined as the level of design  quality  as reflected 
in the design document. We focused on the design 
document because it  is the primary artifact of the 
requirements and design stage. This document typ- 
ically represents both the requirements as agreed 
upon and the design developed to meet those re- 
quirements. Thus, the quality of the design document 
reflects both the user needs and the developer's plan 
to meet those needs. We expected that for higher 
levels of design document quality, CASE tool use 
would be up and related to AD performance.12 

Splitting the sample into two groups-high and low 
levels of design document quality-indicates that 
higher levels of design document quality are related 
to lower  levels of CASE tool use. This may be an in- 
stance where the backlash against CASE is apparent. 
It may be that  the teams themselves are not con- 
vinced of the necessity to use the  Yet, stake- 
holders are happier with the projects that used the 
tools-  even though they  have no knowledge of CASE 
tools or CASE tool usage. 

Project size. Project size is calculated as the total 
number of adjusted function points. Function points 
for each project were counted by a trained group of 
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researchers using the  International Function Point 
Users Group (IFPUG) 3.2 standard. This was done 
to provide a common basis for comparison across 
projects. Projects ranged in size,  with the mean proj- 
ect  having  approximately 2600 function points.  How- 
ever, two  distinct groups of projects existed, those 
smaller than 675 function points, and all others. 

Using the 675 function point level  as a way to split 
the sample, a number of interesting differences 
emerge. Smaller projects use  less CASE, have a lower 
labor cost per function point, and have  lower  levels 
of user satisfaction. This result may indicate that us- 
ing CASE tools for small projects is not warranted. 
For larger projects, increased use of CASE, specif- 
ically  lower CASE and project management tools, are 
related to higher  levels of user  satisfaction.  However, 
larger projects have higher labor costs per function 
point. Larger projects demand more coordination 
and management, which increases costs. Large soft- 
ware development projects are still  very  difficult to 
manage and to successfully complete. However, CASE 
tool use  in larger projects relates to improved user 
satisfaction. 

Performance, CASE tool use,  and  structured 
methods 

Finally, just as certainly as the silver bullet does not 
exist, we  find that  the adage " . . . a fool with a tool 
is still a fool"  is meaningful in the AD context. What 
this means to us is that most CASE tools automate 
the techniques that  are already in  existence in these 
companies. Further, many CASE tools enforce stan- 
dards and conventions that  are not in place at these 
same organizations. It is these issues (enforcing un- 
used structure and using automation to force a  pro- 
cess that is otherwise done in a different way) that 
may be problematic. For instance, a  data flow dia- 
gram done by hand at one site may use  different con- 
ventions and make different assumptions than its 
CASE-based and  automated replacement. These is- 
sues are often not well documented in the existing 
AD method, or explicitly mentioned in the CASE tools 
being  used to  enhance  the present AD meth~d .~ '  
Thus, CASE tools may not be  the change agent they 
were slated to be. 

The next set of analyses focuses on AD teams  that 
had high  levels of structured methods use and high 
levels of CASE use. Our observations, and existing 
research, suggest that  a combination of following 
structured methods and  using CASE tools should lead 
to improved AD performance. In  the overall set of 
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AD teams, structured methods use overall averaged 
moderately high. Measurement of structured meth- 
ods use  is based on measuring the number of AD 
techniques used in  developing the present project. 
For the respondents in our sample, structured meth- 
ods use seemed to be both valuable and important. 
The level of CASE use also tended  to reflect the split 
of structured methods use. Higher usage of struc- 
tured methods is related to higher  levels of CASE tool 
use. 

To conduct this analysis we related the variation in 
performance (for the four performance measures) 
to the CASE usage variables for the teams that were 
both high CASE users and high structured methods 
adherents. Table 6 summarizes these results. For 
each model, eight measures (the four CASE use mea- 
sures at the two times that we collected these data 
for each project) are used to predict performance. 
Three measures (upper CASE tool use, project man- 
agement tool use, and structured methods use) ac- 
count for 51 percent of the variance between high 
and low levels for stakeholder-rated effectiveness. 
However, these same three elements account for 58 
percent of the variance in schedule  slippage. In other 
words, higher levels of CASE tool usage  in combina- 
tion with increased use of structured methods in- 
creases the likelihood that  the project stakeholder 
will be pleased with the system.  However,  it will take 
longer to finish the project than originally estimated. 
This supports the common  wisdom that initially proj- 
ect teams with CASE tools might run over schedule, 
but  the  end result will better meet the needs of the 
customer. It also points to the difficulty  in the de- 
velopers’ ability to judge project time-to-market 
when CASE tools are involved. Perhaps due to the 
unrealistic expectation that  the tools would drasti- 
cally  improve  productivity, developers underesti- 
mated schedule completion time in projects using 
CASE extensively. 
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The  other two models are not significant. This sug- 
gests that  the combination of CASE tools and struc- 
tured methods use do  not drive the labor cost per 
function point or user satisfaction. However, the use 
of CASE tools later (during build and test) seems 
more important as a predictor of these outcomes: 
significant but accounting for less than 5 percent of 
variance. The relative  lack of power of existing  lower 
CASE tools to support the  latter stages of the AD pro- 
cess  may be one contributing reason to this  lack of 
CASE effect. It may also  be that other intervening  fac- 
tors have not been accounted for. 

The analyses indicate that for the teams who em- 
ployed structured methods and used CASE to  the 
greatest levels, these measures predicted more than 
50 percent of the variance in  two  key measures of 
performance. That is, for those teams that were tak- 
ing advantage of structured methods for develop- 
ment, CASE tools enhanced their productivity. Con- 
versely,  in  analyzing the teams that used  few 
structured methods and made use of CASE, the  data 
are not statistically  significant. However, several 
trends emerge. First, CASE use  in these teams falls 
dramatically between the analysis and design phase 
and the build and test phase. Second, stakeholder 
ratings of effectiveness are much different, as are la- 
bor costs per function point. Teams using  fewer struc- 
tured methods are  rated lower and cost more. This 
suggests that CASE tool use may be a magnifier: for 
teams with well-structured processes, CASE use en- 
hances the process and improves performance. For 
those teams with ad hoc processes, CASE tool use ap- 
parently abets chaos. 

In comparing the findings presented in Table 4 to 
those presented in Table 2, additional insights  can 
be mentioned. For example, the direct relationship 
between CASE tool use and AD performance may be 
misleading. More detailed analysis of the interven- 
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ing factors,  as  presented in the past two sections,  in- 
dicates that a better way to examine CASE is to ac- 
count  for  the impact of certain key factors that 
influence the relationship  between CASE use  and AD 
performance.  Hence,  Table 2 can  be misleading. For 
instance, the key relationships between schedule slip- 
page  and CASE tool use may not be early use of lower 
CASE tools  (as  predicated by the direct  relationship). 
A more  detailed analysis indicates that  both  struc- 
tured  methods use and CASE tool use (upper CASE 
and  project  management) are  better  predictors of 
performance. 

Conclusion 

We began  this paper by wondering  aloud about  our 
industry’s search  for the “silver bullet that would slay 
the hideous AD productivity monster.” We focused 
our  attention on the most  recent  pretender  to  the 
throne, CASE tools-contrasting the promises of ven- 
dors with the reality, both positive and negative, from 
current AD research.  Drawing  on  a  four-year  study 
on CASE use and  impact on AD productivity, we com- 
plete  this  paper by sharing  a  number of insights re- 
garding CASE tool  use and its  impact on software  de- 
velopment. We use  these  as  a basis for  presenting 
our  recommendations  to  managers  and  to software 
development  teams. 

To begin, there  are two general findings from  the 
study that  are noteworthy to reiterate: first, there  are 
a  number of different ways to view the impact of CASE 
tools on AD performance. Other studies have not typ- 
ically taken  this  notion  into  account.  For  example, 
we  found  that  although  the overall impact of CASE 
was positive from  one  point of view (for  example, 
from  the tool’s ability to  create systems that users 
are satisfied with), at  the  same time it had  a neg- 
ative impact on  other  performance indicators  (such 
as schedule  slippage). If the positive impacts of an 
AD tool  are felt in areas  that  are less visible to ap- 
plication  developers (who are,  after all, the primary 
decision makers  about  whether a  tool is successful 
in its  use), then  the  developers may form negative 
views on the  impact of the tools, even when there 
are  other  more  important positive impacts that may 
not be immediately apparent.  Unless  information 
technology organizations find a way to address  this 
issue in the  future, it will continue  to  hamper  the 
adoption of new technologies. 

Second, we must have realistic  expectations  for the 
impact of AD tools. Management  cannot  assume  that 
employing a  tool or sets of tools will automatically 

136 GUINAN, COOPRIDER, AND SAWYER 

decrease  software  time-to-market. In  our study we 
found  just  the  opposite to be true-systems devel- 
oped with CASE tools  were more likely to  be deliv- 
ered  behind  schedule.  Although this may be  due to 
the  learning curve  for  developers or  to overly high 
developer  expectations, it is clear that expectation 
management is critical to finding better ways to man- 
age and  execute  software  development  projects. 

The  more  detailed results of the  study  point out  that 
mitigating factors influence the  relationship between 
CASE use  and AD performance. For example, CASE 
tools  and  methods  go  hand-in-hand.  While we are 
clearly not  the first to make  this claim, our study  re- 
iterates  that developers using both CASE tools and 
a well-defined structured  methodology  were signif- 
icantly more efficient in  generating systems than  de- 
velopers using either CASE tools OY a  structured 
methodology  independently. Similarly, future AD in- 
novations need  both parts-tools and methods- 
working in concert in order  to  see improvements in 
AD performance. 

It may not  be  as necessary to use CASE tools  for small 
projects.  Larger,  more complex projects may better 
warrant  the investment in these types of technolo- 
gies. Although  earlier work in CASE suggested that 
small projects  were  an  appropriate place to begin 
when using the tools  (for  example,  pilot  projects) it 
may now be  time  to  make  the  investment in larger 
projects that can better  support  the  infrastructure 
that is necessary when  purchasing  these tools. 

Interestingly, teams that were highly coordinated did 
not  feel the  need  to use the tools  as  much  as  did the 
less coordinated  teams.  This may be because highly 
coordinated  teams  feel  that  the  tools  are  inadequate 
or  do  not  support  them  as much as they would like. 
Alternatively,  it might be  a  manifestation of the im- 
plicit design  model  inherent in many CASE tools:  a 
productivity aid for the solitary developer. Most CASE 
tools have great  limitations in their  aid to teamwork 
and co~pera t ion .~“’~  

We,  like  others,  found that training is a  major  factor 
for effective tool use. The  steep learning curve of new 
tools  and  methods like CASE has  been  conjectured 
to  be  important.  The results of this  study  support 
this conjecture with an interesting caveat. When  proj- 
ect  teams  were  trained specifically in the use of CASE 
tools by the  product vendors, the resulting systems 
were  perceived of as higher quality by both project 
stakeholders  and by the  user  population.  However, 
using CASE tools actually increased the likelihood 

IBM SYSTEMS JOURNAL, VOL 36, NO 1,  1997 



that these well-trained project teams would  exceed 
their projected schedules. Upon  further analysis, 
however, if the teams received both tool-specific and 
more general AD training (e.g., methods and proj- 
ect management), then users  were more satisfied and 
there was  less  slippage. Managers must  make  it a pri- 
ority to ensure  that development teams receive ad- 
equate training that encompasses both domains. 

In regard to design  quality  (which  is reflected in the 
design document in our study), we found that, sur- 
prisingly, higher levels of design  quality are related 
to lower  levels of CASE tool use, yet the stakehold- 
ers  are happier with the systems. As was stated pre- 
viously, the backlash against CASE may be affecting 
developers’ perceptions of the tools. Management 
needs to make it clear to development teams, and 
teams need to make it clear to management, that 
the tools can have  positive impacts if they are given 
the  appropriate support (training, structured meth- 
ods) to do their jobs. 

Finally, a question can be raised about the  future of 
AD tools. It is not clear whether any of the  current 
AD tools on the horizon will become the silver bullet 
that we have waited for. It is  unlikely, but only the 
passage of time will tell. The factors that we have 
found to be important will,  however, continue to be 
important. AD management needs to  take  the  ap- 
propriate steps now  if they  want to see new advances 
in tools and methods successfully adopted in their 
AD organizations. The good  news  is that with the  ap- 
propriate steps being taken, they  can  greatly increase 
their chances of success. 

Appendix: Measure  definitions 

CASE tool use. To measure CASE use we used four 
aggregates  collected at two stages  in the development 
of each project. The four CASE tool measures for 
which data have been collected are grouped into the 
three categories: (1) upper CASE, any enterprise 
modeling and analysiddesign tools, (2) lower CASE, 
any buildhest and maintenance tools, and (3) cross- 
life  cycle, process and project management tools. 

Data were collected at two different stages using the 
same 7-point scale. For these CASE tool usage  scales, 
7 represents daily  use and 1 represents no use. Thus, 
a response of 4 represents an average of weekly  use. 
We asked the respondents to provide us with their 
average level of use and did not focus on total usage 
as a function of time per day. These questions were 
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asked about the team’s use of CASE tools. Data were 
aggregated to team levels for analysis. 

CASE tool training. CASE tool training refers to  the 
amount and type of specific training the team mem- 
bers received. This is based on the mean number of 
days of training each team reported having. 

Structured  methods use. Structured methods use  was 
defined as the amount of and importance of using 
structured methods for each  team.  We  asked whether 
the team used (and how important this  use  was) 20 
key techniques embodied in structured methods. 

Group coordination. Group coordination is the ex- 
tent to which the team shares information and  makes 
efforts to work together. 

Design document quality. Design document quality 
is defined as the level of design  quality as captured 
in the design document. This is asked of the devel- 
opers after they complete design. 

Project size. Project size  is calculated as the  total 
number of adjusted function points. Function points 
for each project were counted by a trained group of 
the research team using a common counting stan- 
dard. 

Stakeholder-rated effectiveness. We collected the 
evaluations of  key stakeholders at the time the proj- 
ect was implemented. Stakeholders were  interviewed 
by the researchers about the effectiveness of the proj- 
ect in regard to: quality,  productivity, and time-to- 
market. 

User satisfaction. Four to six months after each sys- 
tem became operational, system users were asked 
about their satisfaction with the system. 

Schedule adherence. Data were collected as the per- 
cent slippage from the baseline estimated duration. 

Labor cost/function point. Cost was the total labor 
cost of the project and gathered from the project 
team leader. Functionality was determined using 
function points. Function points were counted by the 
members of the research team using IFPUG 3.2 as a 
common standard, which ensured a common basis 
for comparison. The  total function points sum was 
divided by labor cost for each project to get a labor 
cost per function point delivered. 
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