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The IBM eServer™ BladeCenter® system physically consolidates
the server and network into a common chassis. It was introduced as
a new server architecture that provides many benefits over the
traditional data center model of clustered independent systems
linked by a network fabric. This paper describes the BladeCenter
networking architecture and relates it to user requirements for
multi-tier servers, scale-out models, networking technology
advances, and industry trends. Design decisions and challenges,
the switch subsystem and input/output technology options,
services that are currently supported by the architecture, and
future enhancements and extensions are addressed.

Introduction

Over the past decade, a universal model for designing
data centers has been the scaling of computing
performance by aggregating large numbers of low-profile
servers with one or more networking fabrics in a clustered
or multi-tiered framework, as shown in Figure 1 and
described in [1-3]. The grouping of servers in this manner
is sometimes referred to as a Web cluster [3], such that a
cluster is a parallel or distributed system consisting of a
collection of interconnected whole computers used as a
single, unified computing resource [4]. In this type of
configuration, tier 1 servers are typically dedicated to

a specific function, such as load balancing, security,

or caching and are sometimes referred to as appliance
servers. Tier 2 servers may be referred to as application
servers and typically have the ability to host a variety
of applications or be dynamically provisioned with an
application when more resources of that type are needed.
If present, database servers may be located in tier 3 and
typically have the most stringent performance and
dependability requirements.

While there are many advantages with the multi-tiered
framework, the complexity of managing the large number
of independent systems and the networking fabrics has
become cumbersome because of issues such as cabling
and the number of independent control points. To reduce
this complexity, the concept of using network technology
to physically consolidate servers as blades in a common
chassis was introduced to help overcome these issues and
to provide additional benefits over those of the traditional
data center model.

The blade concept is not new. In fact, networking
blades have been used in networking products since the
early 1990s for the same reasons as server blades—
reduction of cables, ease of scalability, built-in
redundancy, and a single point of control. The additional
benefits of combining server blades with networking
technology include improved density compared with
independent servers and networking systems and a tighter
coupling of server and networking technology for
advanced workload management. Additional details can
be found on past and current networking blade products
in [5-7]. For a general overview of the BladeCenter
architecture, motivation, and design tradeoffs, see [8].

Network architecture
The BladeCenter network architecture comprises multiple
independent network subsystems for the interconnection
of a collection of blade servers consolidated within a
common chassis. For example, the initial deployment of
the BladeCenter chassis supports up to 14 server blades
interconnected with one or two Ethernet network
switches and up to two optional switches. Each server
blade slot has up to four high-speed network interfaces,
with each interface connected to a switch module bay
in such a way that the 14 blades have point-to-point
connections to each of the four integrated network switch
module bays. In addition, the switch modules provide
multiple external uplinks for connectivity to the external
network infrastructure.

The networking links across the midplane are
independent of the technology being used. Ethernet,
Fibre Channel, InfiniBand** [9], and Myricom Myrinet**
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technologies are currently supported. While the midplane
is independent of the networking technology used,
current server blades implement two input/output

(I/O) interfaces that use Gigabit Ethernet networking
application-specific integrated circuits (ASICs) on the
system board, thus fixing these links to Ethernet only.
Therefore, the corresponding switch modules in bays

1 and 2 must also have compatible interfaces. The
technology for the other two blade I/O interfaces is
optional and is determined by the choice of blade 1/O
expansion adapter on the system board. The technology
chosen for the I/O expansion adapter must match the
technology in switch module bays 3 and 4. For details, see
switch packaging, midplane interconnection, and blade
1/O expansion adapter [10-12].

To leverage industry technology and standards, the
Open Systems Interconnection (OSI) model is adhered to
for the BladeCenter internal and external interfaces, so
that it provides a framework for the exchange of data and
network information from applications on one server,
through the network media, to an application on another
client or server. The OSI model categorizes the various
processes needed in a communications session into seven
distinct functional layers [13, 14].

Adhering to network industry standards on both sides
of the networking link provides the flexibility of using
industry-available I/O and switch technology. For
example, an Ethernet switch may provide Layer 2, 3, 4,
and/or 7 functions, and the blade I/O may provide basic
media access control (MAC), Transmission Control
Protocol/Internet Protocol (TCP/IP) offload, Internet
Small Computer Serial Interface (iSCSI), and/or remote
direct memory access (RDMA) [15] functions, with the
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level of function being offered on each end of the link
being mutually exclusive.

The switch external interfaces are the primary
communication paths in and out of the BladeCenter
chassis. Multiple media types and protocols may be
offered to provide cost, connectivity, and/or performance
tradeoffs. Some of the options for external interfaces
include multispeed Ethernet (copper or fiber), Fibre
Channel, and InfiniBand.

Each of the two management module bays has point-
to-point Ethernet network connections to each of the
four switch module bays to provide redundancy and to
eliminate single points of failure in the networking and
management domains. Management modules provide a
single point of control for the chassis and act as proxy
devices to connect to the switch control point on each of
the switch modules, as shown in Figure 2. The Ethernet
connection between the management module and the
switch modules provides management access to each
of the network switches via common interfaces such as
Telnet, Simple Network Management Protocol (SNMP),
and Web browser. In addition to the Ethernet interface,
an Inter-Integrated Circuit (I>C) Serial Bus Interface also
exists between each of the management modules and
switch modules. The I°C bus interface is a low-level
management interface used for collecting information,
performing initial configuration, monitoring, and
controlling the switch modules.

In summary, each networking switch module has four
types of interfaces with internal (within chassis) or
external devices. These are external interfaces, internal
serializer/deserializer (SerDes) interfaces with the server
blades, internal SerDes interfaces with management
modules, and internal 1>C bus interfaces with
management modules. As an example, the initial
BladeCenter Ethernet switch module implemented four
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external 1000BaseT Ethernet links, 14 internal point-to-
point 1-Gb/s SerDes links to the processor blades, two
point-to-point internal 100-Mb/s SerDes links to the
management modules, and an I?C bus interface with each
of the two management modules for I>C bus vital product
data and register access. Other signals for the Ethernet
switch module include power, switch bay identifier, and
presence indicator.

Scalable performance and dependability

One of the benefits of the multi-tier framework is its
ability to easily scale performance by attaching additional
servers. This scheme is sometimes referred to as a scale-
out architecture to highlight its ability to add independent
compute nodes—with each blade having an independent
memory mapping—around a networking interconnect.
The scalability of a system can be affected by many areas
[16, 17], one of them being the networking interconnect.
One requirement is for the underlying network fabric to
be nonblocking. For example, to design a nonblocking
networking configuration of 14 internal 1-Gb/s blade
links and four external 1000BaseT links, the design
must support up to 18 Gb/s of total throughput.

This configuration allows full 1-Gb/s blade-to-blade
communication and makes it easy to increase external
bandwidth capability.

Another reason for the popularity of the multi-tier
framework is its potential to improve the dependability of
a system by using redundancy and device failover in a
cost-effective manner. By defining the internal networks
as independent fabrics and by maintaining standard
interfaces, each device can be viewed as an autonomous
unit with well-defined boundaries. This approach makes
it possible to leverage industry-standard technology
and techniques to provide redundancy and appropriate
failover support within the chassis. For example, since
a Layer 2 switch collects very little networking state in
comparison with a Layer 4 or 7 switch, the approach
taken to achieve minimal failover time is quite different.
Similarly for the blade I/O, an Ethernet MAC device
collects very little networking state in comparison with
an Ethernet device capable of TCP/IP offload. Industry
approaches for achieving dynamic failover for Layer 3
switches and network interface card (NIC) I/O are the
Virtual Router Redundant Protocol (VRRP) and NIC
teaming, respectively. Layer 2 switches have relied upon
the Spanning Tree Protocol (STP) to provide redundant
links and alternate paths.

Additional areas related to dependability include
performability [18, 19] and security [20-22]. For example,
techniques for improving performance and dependability
of Web sites that receive a large number of requests
include redundant hardware, load balancing, Web server
acceleration, and efficient management of dynamic data
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[1, 2]. Examples for enhancing network security are

the use of virtual local area networks (VLANSs) for
management purposes to protect against malicious
access, such as denial-of-service attacks, and the use of
configurable access control lists to filter ingress traffic at
the switch ports. The BladeCenter architecture and design
must continue providing the same level of scalability and
dependability benefits as described above for the multi-
tier framework. In addition, as described in the following
sections, decisions were also made to further enhance
these areas.

Design challenges and considerations

The design of the BladeCenter chassis is optimized
around space, power, and cooling, and this applies to
the networking components as well. The switch module
mechanical enclosure is based on a single-wide, single-
high InfiniBand module with the following requirements:

e Width: 29 mm; height: 112 mm; depth: 259.8 mm
(i.e., longer than InfiniBand).

e (Card-to-card pitch: 30 mm.

e Power: 45 W maximum.

e Airflow: top-to-bottom or bottom-to-top, depending
on the slot in the chassis.

e Retention: single-cam lever with snap latch.

e Connector: Molex VHDM™** signal and power with
an alignment pin.

With a limited amount of space and power being
allocated for the networking switch, a significant amount
of effort was required to conform to these constraints.
The first and second design challenges below were direct
results of some of the above limitations; the fourth was an
indirect result, since a separate physical network for
management purposes was not feasible.

IBM (Layer 2) switch: power, packaging, and thermal
constraints

The first challenge of integrating off-the-shelf network
technology was the packaging of the 20-port Layer 2
Ethernet switch into the switch enclosure. Using Figure 2
as a reference, the initial Ethernet switch module
consisted of two Broadcom BCM 5632 switching ASICs
interconnected via the Broadcom HiGig** interface to
achieve the necessary port density, with 18 1-Gb/s ports
(14 blade and four external) and two 100-Mb/s ports to
each of the management modules. Since switching ASICs
at that time did not provide integrated SerDes, four quad
SerDes devices were required for internal interfaces and a
quad 1000BaseT transceiver was required for the external
interfaces. Finally, a small processor complex was
required to provide the switch control point, power
conversion, and control circuitry. To reduce the amount
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of space and power required, the decision was made to
use SerDes interfaces across the midplane instead of
1000BaseT transceivers, which required approximately
1 W per port. Through the use of SerDes instead of
1000BaseT, the ability to automatically negotiate
transmission speeds across the backplane was lost.

Nortel (Layer 4-7) switch: power, packaging, and
thermal constraints

A second challenge was to meet space, power, and
thermal limitations in the development of the second-
generation Ethernet switch, which also included the
integration of Layer 4-7 capabilities. IBM partnered with
the Nortel Alteon group—a proven leader in providing
load-balancing and content-switching functions—

to provide this advanced switch.

The design consisted of two BCM 5690 switching
ASICs and additional functions in a configuration similar
to that of the first-generation switch described above,
with the exception that the SerDes interfaces were
integrated into the switch ASICs, thus providing
additional space for other components. To provide the
Layer 4-7 networking function, a Broadcom SiByte**
network processor, a field-programmable gate array
(FPGA), and external static random access memory
(SRAM) were required to handle the deep-packet
processing and connection state. While the integration of
SerDes into the switching ASICs helped to free up space,
excellent engineering practices were also followed by the
Nortel team to meet space, power, thermal, and stringent
electromagnetic interference (EMI) requirements.

EMI considerations

Another related challenge was determining the
appropriate design constraints for EMI, because of
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its effect on signal integrity and radiated emissions.
Advanced EMI modeling and analysis techniques were
necessary to determine methods of meeting packaging
requirements and to consider the superposition effects of
EMI when up to four switch modules are installed in the
chassis. Results of this work led to specific solutions, such
as increasing the number of printed circuit board layers
and selection of specific parts from vendors.

Secure management and control

Another challenge was the design of the network
initialization, configuration, and secure services into
management modules, switches, and blade NICs to
provide a flexible and secure environment for chassis
management. For example, an internal management
VLAN is defined on the physical fabric, with the
management module and switch module control point(s)
being default members. This approach is taken to keep
management traffic secure on its own private (logical)
network. As the default, this network is accessed
externally only through the management module and is
hidden from the external uplink ports within the switch,
blocking malicious users (e.g., denial-of-service attacks)
from accessing devices on the internal management
network. Additional VLANs may also be configured as
private in order to contain other management traffic
internally. As described below, the serial-over-LAN
design uses this approach.

Serial over LAN

One of the major server blade design decisions was to
remove the legacy physical serial port. However, serial
connectivity is useful on virtually all rack-mounted
equipment, particularly with Linux™* servers, where

it is required for effective system configuration and
administration. Serial concentrators are used for several
reasons: to limit the distance serial connections must be
run, to provide more complex terminal server function,
and to enable multi-protocol routing between serial
connections and LAN-based terminal consoles.

The chassis and blade design and the goal of
centralizing control within the chassis management
module led to the decision to implement the serial
interface on each server blade as a logical—rather than
physical—interface. This design leverages the internal
Ethernet subsystem in the chassis and provides a more
flexible option for use in future applications.

The BladeCenter serial-over-LAN (SOL) solution
(Figure 3) preserves the simplicity of serial-connected
LAN management of servers within the cabling
constraints of dense, rack-mounted blade servers. Logical
serial connectivity to LAN-based terminal applications
is preserved without dedicated serial cabling. Serial data
can be transparently forwarded to remote terminal
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applications via the existing Ethernet network by routing
it over the internal Ethernet fabric within the chassis
between the server local service processor or baseboard
management controller (BMC) and chassis management
modules. In the chassis, basic terminal server functions
are implemented in the management module via an
imbedded SOL Telnet server.

The Distributed Management Task Force defines
Remote Management and Control Protocol (RMCP)
in the Alert Standard Format Specification. When
implemented to take advantage of all features, this
simple protocol provides for client control functions
in pre-operating-system (OS) and OS-absent states. The
protocols are intentionally simple so that firmware can
easily generate and parse messages. These concepts have
been extended by the Intelligent Platform Management
Interface (IPMI) Consortium and are now incorporated
in the IPMI specification. Both of these schemes are based
on the encapsulation of serial data within User Datagram
Protocol (UDP) frames to provide a sufficiently flexible
and functional communication protocol foundation for
handling serial data streams over LAN systems.

The BladeCenter management module provides remote
access to a Telnet proxy server application by the external
10/100-MB/s Ethernet port. Serial connectivity to each
blade is initiated by the remote client via a Telnet or
Secure Shell session and command-line interface. Sessions
can be established simultaneously with all 14 blades for
OS console management. Internally, UDP frames
encapsulating serial data pass between the service
processor or BMC and the management module using a
dedicated, internal IEEE Standard 802.1q-tagged VLAN.
The Ethernet NIC firmware on each blade provides
VLAN filtering along with the MAC and Internet
Protocol address-compare function to capture those
frames intended for the management processor on the
blade.

Redundant switch failover with NIC teaming
The dual Ethernet interfaces on the server blades are
capable of supporting interface teaming, which is used
to group internal blade interfaces and external switch
interfaces into a “team” to provide fault tolerance and
load balancing. Teaming drivers also offer an option for
IEEE Standard 802.3 link aggregation, but this can be
supported only for blades where two or more Ethernet
I/O interfaces on the blade connect to the same switch.
A teaming driver can react to the loss of a link to one
or more of the teamed NICs by redirecting traffic to the
remaining available links. This normally occurs whenever
an Ethernet switch module (ESM) is physically removed
from the chassis. However, loss of the external uplinks
is not detected by the teaming driver because of the
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intervening switch fabric within the ESM. Current
industry practice relies on either the Layer 2 STP or Layer
3 VRRP protocols to activate an alternate external link
or network path. IEEE Standard 802.1 defines STP
operation and associated timings to prevent data loops
from disrupting operation of a Layer 2 switched network.
For a Layer 2 Ethernet network to function properly,
only one active path can exist between any two stations.
STP operation is transparent to end stations, which
cannot detect whether they are connected to a single
LAN segment or a switched LAN of multiple segments.
However, these protocols may take several seconds and
result in disruption of the end-to-end server sessions.

A design innovation unique to BladeCenter ESMs,
known as redundant switch failover or trunk failover,
allows the ESM to deactivate the internal links whenever
the associated external links are lost, thus enabling the
teaming driver to react to the external link loss. Recovery
times with this scheme are shorter and less disruptive than
with STP.

The Broadcom Advanced Server Program (BASP) [23],
Intel PROSet, or Linux TG3 driver software can create
multiple IP interfaces on unique VLANSs using teamed
NICs. Essentially, multiple IP interfaces are created
by the OS, while the software drivers then insert the
configured VLAN tag to create a separate virtual
connection for each interface, but share the physical
network interface connections. The VLAN identifications
(IDs) within the 802.1q tags maintain separation of the
flows while transversing intermediate Layer 2 network
nodes and common physical connections. IEEE Standard
802.1p prioritization within the 802.1q tag and round-
robin scheduling can be configured to police the
bandwidth utilization between the VLANSs. This
flexibility potentially provides a more economical (and
higher-bandwidth) approach to providing fully redundant
connections to multiple network interfaces.

Figure 4 illustrates a pair of ESMs, each partitioned
with the same port VLAN configuration to provide
redundancy to the blade servers. The NIC teaming
drivers typically allow a pair of server blade NICs to be
configured in either active/active or active/backup modes.
If supported by the OS, the active/active mode attempts
to balance traffic between the two ESMs during normal
operation to maximize use of the available network
capacity. The active/backup scheme directs all traffic
to the designated active NIC and ESM during normal
operation. With either scheme, if one of the ESMs is
removed from the chassis or if the ESM reacts to a loss
of the uplinks via the trunk failover option, all traffic is
automatically forwarded through the other ESM to reach
the external network.

The external ports in this example, including the dual-
port aggregate group, are dedicated to selected VLANS. 909
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Thus, the physical separation within the chassis can be
extended to the external network infrastructure to
maintain data separation if required.

The dual NICs allow a blade server to be attached to
separate physical networks via the two ESMs within a
chassis. Since the two NICs are attached to separate
ESMs via point-to-point internal links, total separation
of the physical networks can be maintained. While not
required, the applications within the blade server may be
associated with one network or the other. This type of
configuration also allows a blade server to act as a router
or security firewall between the two networks while
maintaining physical (Layer 2) separation between the
networks.
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Networking technology and options

As described above, the architecture and chassis midplane
design allow a single-slot blade to have up to four
networking interfaces, each connecting to one of the
internal switch modules. For the dual-processor blades,
two of the I/O interfaces are defined as Ethernet since
these are placed directly on the system board. The
other two interfaces are determined by the type of I/O
expansion adapter attached to the blade. The current
I/O technologies supported on the expansion adapter
are Ethernet, Fibre Channel, InfiniBand, and Myrinet.
The current switch technologies supported are Ethernet,
Fibre Channel, and InfiniBand. Copper and optical
passthrough modules are also available. With the
exception of Fibre Channel, each of these interconnect
technologies is described below. For a detailed
description of Fibre Channel, see [24].

Ethernet

Ethernet standards and products have continued to
evolve for the past two decades since the initial IEEE
Standard 802.3 was introduced in the early 1980s.
Current Ethernet technology provides high-speed,
1-Gb/s full-duplex, point-to-point links in both NIC and
multiport Layer 2 switch components over a wide variety
of copper and fiber media. Ethernet infrastructure
products and management tools are pervasive in
worldwide commercial, industrial, and
telecommunications systems.

Consequently, Ethernet was determined to be the
natural choice for low-cost, high-volume server blade
internetworking within the BladeCenter chassis and
for connection to the external network infrastructure.
Therefore, as described in the previous sections, Ethernet
technology is inherent in the server blades and forms the
basis for many of the underlying networking subsystem
designs.

IBM is partnered with recognized leaders in the
networking industry to integrate the latest advances in
Ethernet technology. Nortel Networks has incorporated
advanced load balancing and content-based applications
in its first product developed especially for the
BladeCenter chassis—the Nortel Layer 2-7 Gigabit
Ethernet Switch Module. This switch subsystem
is particularly applicable to advanced workload-
management applications, as described below. A more
recent pair of products—Nortel Layer 2/3 Gigabit
Ethernet Switch Modules with both 1-Gb/s copper and
fiber uplinks—addresses the combination of Layer 2
switching and Layer 3 routing.

Cisco Systems networking products are recognized
throughout the industry for their advanced feature set
and the broad range of applications they support. The
Cisco Intelligent Gigabit Ethernet Switch Module (Cisco
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IGESM) was specifically developed by Cisco Systems as a
BladeCenter network subsystem and brings many of the
Cisco advanced Layer 2 switching and filtering functions
into the chassis. In addition, the broad range of Cisco
management tools and protocols are supported to
facilitate the integration with existing networking
infrastructures.

The next generation of Ethernet components to
support 10 Gb/s and higher speeds over fiber and copper
media are also emerging. The server blade design allows
this technology to be incorporated on the blade via the
I/O expansion adapter or on the ESMs as high-speed
uplinks. IBM is also involved in industry activities to
advance Ethernet as a midplane interconnect [25] and
to overcome some of its deficiencies in areas such as
congestion management [26]. In addition, next-generation
Ethernet I/O technology will incorporate advanced
packet-processing schemes to relieve some of the
processing bottlenecks that occur in today’s end-to-end
protocols. These are discussed in more detail below.

InfiniBand

InfiniBand, Myrinet, and Quadrics Ltd. QsNet are all
interconnects generally available on the market today
with high-bandwidth (greater than 1 Gb/s) and low-
latency (less than 10 us) capabilities. To provide an
industry standard for clustering and generalized 1/O,
Compagq, Dell, HP, IBM, Intel, Microsoft, and Sun
worked together to develop the InfiniBand standard.

As described in the specification [9], the InfiniBand
architecture provides a first-order interconnect
technology for interconnecting processor nodes and 1/O
nodes to form a system area network. The architecture is
independent of the host OS and processor platform and is
designed around a point-to-point switched fabric with
end-node devices (host computers, 1/O devices, Ethernet
adapters, etc.) interconnected by cascaded switch devices.
The focus of the InfiniBand interconnect is on two
environments by making the appropriate bandwidth,
distance, and cost optimizations: module-to-module, as
typified by computer systems that support I/O module
add-in slots, and chassis-to-chassis, as typified by
interconnecting computers, external storage systems,
and external LAN/WAN access devices (e.g., routers,
gateways) in a data center environment.

The InfiniBand switched fabric provides a reliable
transport mechanism to enqueue messages for delivery
between end nodes. In general, message content and
meaning is not specified by InfiniBand, but is left to the
designers of end-node devices and the processes that are
hosted on end-node devices. The architecture defines
hardware transport protocols sufficient to support
both reliable messaging (send/receive) and memory
manipulation semantics, such as remote direct memory
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access (RDMA), without software intervention in the
data movement path. Specialized protocols, such as
RDMA, will achieve one of the overall objectives of
increased processor utilization and decreased latency.
While InfiniBand supports implementations as simple as
a single computer system, it is also capable of supporting
replication of components for increased system
dependability, cascaded switched fabric components,
additional I/O units for scalable I/O capacity and
performance, additional host node computing elements
for scalable computing—or any combination of these.

Since it is designed to be a first-order network,
InfiniBand focuses on moving data in and out of node
memory and is optimized for separate control and
memory interfaces. This permits hardware to be closely
coupled or even integrated with the memory complex of
a node, removing any performance barriers. However,
InfiniBand is flexible enough to be implemented as a
secondary network that permits legacy networks and
migration while still permitting maximum available
bandwidth use and increased processor efficiency. The
components that make up an InfiniBand fabric may
include an InfiniBand switch, host channel adapters
(HCAs), target channel adapters (TCAs), an Ethernet
gateway, a Fibre Channel gateway, and an I/O expansion
unit. In contrast to the decentralized topology
management approach used by Ethernet (e.g., STP), the
InfiniBand architecture describes a subnet manager for
defining the topology and controlling the fabric. In a
possible InfiniBand configuration (Figure 5), one or more
switches can make up the InfiniBand fabric, with end-
node connectivity being achieved with HCAs or TCAs.
HCAs are used to connect server systems to the fabric in
a clustered configuration. TCAs are typically used to
connect the InfiniBand fabric to some other networking
media, such as Ethernet or Fibre Channel, via respective
gateway devices. InfiniBand switches operate at Layer 2
in the OSI model, and local IDs (LIDs) are used for
addressability at this level.

The BladeCenter chassis was originally designed with
the integration of a generic clustering and I/O fabric, such
as InfiniBand, in mind. The support of InfiniBand enables
BladeCenter servers for high-performance clustering
applications that require low latency and for applications
that require scalable 1/O. The initial InfiniBand I/O
expansion adapter and switch are provided through a
partnership with TopSpin Communications. The adapter
has two IB-1x (i.e., a 2-Gb/s data rate and 2.5-Gb/s baud
rate) point-to-point connections to a corresponding
InfiniBand switch in switch module bays 3 and 4. The
TopSpin switch provides multiple IB-4x (i.e., 8-Gb/s data
rate and 10-Gb/s baud rate) external links; however, the
architecture also supports networking interfaces such as
Ethernet and Fibre Channel to be brought out as external
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Figure 5

InfiniBand configurations.

links via an InfiniBand-to-Fibre Channel or InfiniBand-
to-Ethernet gateway. It is also possible to scale the I/O
beyond that provided by the BladeCenter IB switch by
connecting to one or more external InfiniBand I/O
chassis.

Myrinet

Myrinet** is a high-performance clustering interconnect
option for servers created by Myricom. It is used
predominantly for computationally demanding scientific
and engineering applications and for data-intensive Web
and database applications. Since complex technical
problems that were once reserved for supercomputers are
now being addressed with a combination of programming
techniques, commodity computers, and high-
performance, low-latency networks such as Myrinet,
Myricom has been able to establish itself as a leader

in this area.

Myrinet interconnect provides a BladeCenter
implementation with the M3S-PCIXD-2-I interface,
which is functionally identical to the M3F-PCIXD-2
version of the “D card” except that the Myrinet link
outgoing from the blade is electrical signaling rather than
fiber. The Myrinet links are carried from the blades across
the BladeCenter midplane to the switch module bay. By
use of a Myrinet I/O expansion adapter and the optical
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passthrough module (OPM), blades have access to a full-
duplex 2.0-Gb/s data rate (2.5-Gb/s baud rate) link. The
OPM converts the Myrinet signaling from the 14 blades
to four quad-fiber links. Each fiber ribbon cable is
terminated on the opposite end with four LC fiber pairs
that can be plugged into a Myrinet switch. Myrinet
software support for the “D card” interfaces is based on
the Myrinet GM-2, with its usual suite of MPICH-GM,
VI-GM, and Sockets-GM middleware.

Passthrough modules

While the integration of the switch technology into the
chassis provides several benefits, direct blade connectivity
to the external network infrastructure may be preferred
for some applications. For cases such as these, the system
architecture allows for copper and optical passthrough
modules that perform no internal switching. Using
Figure 2 as a reference, this is accomplished by passing
the 14 internal processor blade I/O interfaces through the
switch module complex and performing the necessary
conversion to the appropriate external media (copper

or optical fiber).

The copper passthrough module (CPM) is integrated
into the chassis as a switch module; however, it performs
no switching function within the chassis. Instead, a single
CPM passes all 14 1-Gb/s connections (one from each
blade) to interfaces on the module that are external to
the chassis. This solution may fit well for those cases in
which sufficient external 1-Gb/s connections are already
available on an external switch, thus providing no need
for internal switching. The CPM supports only Gigabit
Ethernet connectivity.

The OPM is similar to the CPM in that it provides 14
connections (one from each blade) to external interfaces.
Two differences between the CPM and OPM are that the
CPM supports only Ethernet, while the OPM supports
Ethernet, InfiniBand, and Myrinet, and that the OPM
supports multiple speeds in relation to the media. On this
basis, the OPM creates fiber connections for Ethernet
connectivity only in switch module bays 1 and 2, since the
blade I/O is fixed. Similarly, the OPM handles Ethernet,
Myrinet, and Fibre Channel in switch module positions 3
and 4, depending on the I/O expansion adapter installed
on the blades. That is, for switch module bays 3 and 4,
the protocol used for each blade depends solely on the
installed blade I/O expansion adapter and the external
switch connection. The OPM is the only option that will
allow the blades within the chassis to implement a mix
of I/O expansion adapters.

It should be noted that the CPM and OPM contribute
little to the cable simplification and reduction or to the
designed tight integration of servers and networking.
Also, internal chassis operations that require Ethernet
switching in switch module bays 1 and/or 2, such as SOL,
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are disrupted by the passthrough modules. However, they
do provide flexibility to mix and match the connectivity
of protocols within a BladeCenter system and
connectivity to the external environment, with absolutely
no inherent oversubscription.

Services supported by the BladeCenter
architecture

To illustrate the flexibility of the BladeCenter architecture
and how the technology described above may be applied,
examples are given below covering workload
management, application and security of VLAN:S,
virtualization, virtual infrastructure, and grid.

Workload management

Workload management is often deployed to proactively
shift workload on the basis of the current state of the
system, server, and/or networking metrics. Recognizing
the importance of workload management technology,
Cisco, F5 Networks, Foundry Networks, Nortel, and
others have applied this technology to Web clusters by
enabling networking products with load-balancing and
content-switching functions. The BladeCenter chassis
supports these switching functions with two models. The
first model is with an integrated Nortel Layer 2—7 Gigabit
Ethernet Switch Module, which allows a chassis to appear
as a virtual service with a single virtual IP (VIP) address.
The second model is for one or more chassis to be
connected to an external Cisco switch (e.g., Catalyst™*
6500) containing a Cisco Content Switching Module.

Using information in the network packet header,
networking products of this type dynamically redirect
work requests to servers on the basis of the server
performance, health, power, or other aspects of the
system. That is, Layer 4 switches use information up
through the Layer 4 packet header to recognize an IP flow
based on its 5-tuple (e.g., source IP address and port,
destination IP address and port, protocol type) to
determine how it should be directed. Similarly, Layer 7
switches use information up through the Layer 7 packet
header to determine how it should be directed. Thus,
the application of workload management to vendor
networking product has enabled them to be an important
component of the data center by providing a means for
directing traffic to appropriate servers.

As mentioned, load balancing or Layer 4 switching
requires that a switch be TCP-aware (i.e., Layer 4 in the
OSI model) in the sense that it must be able to identify a
new TCP connection, assign a TCP connection to a real
server, and ensure that all ensuing packets related to
the TCP connection continue to be sent to the same
real server. TCP connection dynamics between two
end stations may change with the introduction of
intermediate Layer 4 switching, such that Layer 4
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switching implements the concept of virtual services that
are indexed with VIP addresses. By presenting a VIP for
a service provided by multiple servers or blades, metrics
are used to select which server or blade in a group will
receive the next client connection. Some options for these
metrics include minimum misses, hash, least connections,
round robin, and response time [14]. Perfectly equal load
balancing between server blades in a virtual service pool
is generally difficult to achieve, but is also generally
irrelevant. The main purpose of load balancing is to
maintain application availability at whatever level of
performance the currently active resources will allow. In
practice, this generally means keeping all servers working
at relatively equal but efficient operating points. To
accommodate changes in the workload, adding servers to
a virtual service pool or removing them from it may occur
when the workload is increased or decreased. Figure 6
shows how m servers are physically connected to a Layer
4 and/or 7 switch. By recognizing the application type
(e.g., HTTP with TCP port number equal to “80”), a
Layer 4 switch could balance the load across the two
Secure Sockets Layer (SSL) devices, the two firewall
servers, or the multiple Web cache servers.

For example, consider a service whose Domain Name
Server (DNS) name is Service_A.com. Normally, there
would be a server set up somewhere with that host name
and IP address. With Layer 4 switching, the switch
module itself takes ownership of the IP address as a VIP
and has multiple “real” server blades behind it capable
of delivering the service Service_A.com, whose addresses
can be arbitrarily assigned, since they are of only local
significance. Using this approach, a chassis containing
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14 physical blades can be viewed as a single service
connected to the network. Additional examples of load-
balancing techniques can be found in [1, 2, 14], with a
comparison of approaches given in [27]. The ability to
provide a virtual service also enables autonomic functions
for power management [28] and improving dependability
from an end-user perspective [29].

As described earlier, to perform content or Layer 7
switching, the switch must be aware of information—for
example, Uniform Resource Locators (URLs), session
identifications, and cookies—in the application header
of a packet to direct requests to appropriate servers.
Content switches also perform load-balancing functions
when multiple physical servers are required. For example,
URL-based server load balancing allows optimization of
resource access and server performance so that content
dispersion can be optimized by making load-balancing
decisions on the entire path and file name of each URL.
URL requests are load-balanced among multiple servers
matching the URL according to the load-balancing
metric configured for the real server group (e.g., least
connections). Using Figure 5 as a reference and assuming
that m is greater than 6, servers 5 and 6 could be load-
balanced for a specific URL, while the remaining Web
cache servers are load-balanced for HTTP applications in
general on the basis of Layer 4 information (i.e., TCP
port number is “807).

Similarly, cookies can be used to provide preferential
services for customers, ensuring that certain users are
offered better access to resources than other users when
site resources are scarce. A Web server could authenticate
a user via a password and then set cookies to classify
a particular customer by groups or priorities. Using
cookies, the switch can distinguish traffic by individuals
or groups of users and place them in groups or
communities that are redirected to better resources and
receive better services than all other users. A detailed
example covering content switching can be found in [30].

Virtual LANs
Good network design practices limit the number of
stations that share a common broadcast domain to a few
hundred. This is sometimes referred to as a Layer 2
broadcast domain and serves to limit the flow of
broadcast traffic within a network by controlling the
number of stations that can be the source of broadcast
traffic. Separation of stations can be accomplished by
creating networks that are physically separated. However,
a more common practice today is to create VLANS,
which maintain a virtual separation among stations
that share a common physical network infrastructure.
VLANS are usually implemented within a Layer 2
switch to provide an additional level of control with
regard to packet handling. The IEEE Standard 802.1q
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defines an optional 4-byte field, known as the VLAN tag,
which may be included in the packet header. A 12-bit
VLAN ID uniquely delineates up to 4,094 VLANSs. The
switch uses the tag information along with the Layer 2
destination address to determine which ports are allowed
to receive the packet.

VLANS can be used to partition the BladeCenter
switch ports into logical groups to prevent data traffic for
one group from being seen by the other groups. The two
most common approaches for assigning VLANs allows
administrators to choose either physical or logical
separation. Physical separation is maintained through the
use of port-based VLANs. With this scheme, a switch
port can be assigned to only one port VLAN. Ports that
share a common port VLAN ID (PVID) are thus within
the same VLAN or broadcast domain. The internal
switch fabric prevents packets from crossing between
ports that are assigned different PVIDs.

The use of port VLANs and physical separation at the
external switch ports enables servers within the same
chassis to participate in both secure and nonsecure
networks while maintaining the data traffic separation
that is required for server blades to have secure access to
either network. This is quite different from standalone
server systems, in which the networking elements are
separated from the servers and are interconnected via
cables. This separation allows servers to implement
multiple NICs for simultaneous connection to both
secure (trusted networks) and nonsecure (nontrusted)
networks.

As shown in Figure 4, port VLANSs allow selected
blade server ports to be logically associated with one or
more external ports in the same VLAN. The external
ports provide the interconnect links to the external
network infrastructure, with one or more external ports
sharing a PVID with a subset of blades in each VLAN.
As shown in the example illustrated by Figure 4, blade
servers 1-4 and 9—10 could be attached to the secure
network, while blade servers 5-8 and 11-14 are attached
to separate nonsecure networks.

The ESM maintains total isolation among these three
networks. The use of port VLANSs is the recommended
VLAN scheme to ensure that no data packets flow
between blades within separate VLANs within the ESM.
Since a blade can belong to only one port-based VLAN,
the switch fabric will maintain traffic separation among
the ports and cannot be subverted without compromising
the network configuration.

As mentioned above, a port can be a member of
multiple 802.1q VLANSs in addition to the single port-
based VLAN. The ESM must rely upon the 4-byte VLAN
tag to associate a packet with the appropriate subset of
member ports. An example of overlapped port VLANSs
and g-tagged VLANSs is shown in Figure 7. External ports
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VLAN example.

E2, E3, and E4 are configured as a three-port link
aggregate group and as a VLAN trunk in order to
transport packets associated with VLANs 2 and 5.

A VLAN trunk permits data traffic from multiple
tagged VLANS to share the same physical media, and
thus the VLAN separation can be extended throughout
the network infrastructure. The 8§02.1qg VLAN scheme
may be vulnerable to attempts to subvert the mechanisms
within a switch to maintain separation [31-33]. In
general, security exposures are typically attributed to
systems and VLAN trunks that are not configured
properly. Also, improvements in the underlying switch
fabric components have reduced the security exposure
associated with earlier designs.

Virtualization
As shown in Figure 8, each of the server blades can
support virtual machine (VM) technology, such as
VMware** virtual infrastructure [34-36], in order to share
the blade physical resources by hosting multiple instances
of OS images. In addition to the blade being shared, the
networking infrastructure can also be shared with the use
of VLAN technology, and security can be maintained
between VMs. For example, each VM shown in Figure 8
can be logically associated with an independent VLAN
configured on the switch, so that with three VMs per
blade, there could be a total of 3 X m total VLANSs
configured internally and trunked out to the uplinks of
the switch.

VMware virtual infrastructure also supports NIC
teaming so that the two Ethernet NICs on each blade can
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Virtual machine technology.

be grouped to appear as a single networking device called
a bond. The VMware NIC teaming function has the same
benefits as described for NIC teaming in the section

on redundant switch failover above, but with the

added benefits of VM technology. For example, when a
BladeCenter system is used for server consolidation,
intelligent workload management can be achieved by
moving VMs along with their respective applications to
different blades to optimize around server and network
performance without disruption to the user.

A component of VMware intelligent workload
management is accomplished with VMware VMotion**
technology [34]. VMotion is capable of transferring the
entire system/blade and memory state of a running VM
from one VMware ESX Server** to another if all of the
systems disk information is located on a shared storage
infrastructure, such as a storage area network (SAN).
Ongoing memory transactions are transferred in a bitmap
to the other system, and when all system state has been
transferred, VMotion suspends the source VM, transfers
the bitmap, then resumes the VM on the target ESX
blade. Since the bitmap transferred is small, the process
takes less than two seconds on a Gigabit Ethernet
network and appears as no more than a temporary
network loss to the application, service, and user. This is
accomplished by leveraging the windowing operation of
the TCP protocol for guaranteed delivery of lost packets.
In addition to workload management in general, this
approach is useful for achieving highly dependable
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applications by providing security between virtual
domains, minimizing failover time, and limiting
disruption to the end user. A BladeCenter system
enhances dependability by enabling a single control
domain for both the physical and virtual environments.

While the focus here is on VMware, virtualization
technology offered by others on industry platforms
includes Microsoft Virtual Server [37] and the Xen
project [38].

Grid

In conjunction with Figure 5, a brief description of the
clustering and I/O capabilities of InfiniBand technology
was presented. With the subnet being a local cluster

and the aggregation of clusters being formed by
interconnecting these over the Internet or a private
network, it can also be used for describing an underlying
grid fabric. As defined in [39], this topology qualifies as a
grid fabric layer, with a resource being a logical entity
such as a distributed file system, computer cluster, or
distributed computer pool. Additional details on the
expected purpose and architecture of future grid systems
are presented in [40].

Solutions resulting from IBM partnerships with Cisco
(Layer 2 switching) and Nortel (Layer 27 switches),
TopSpin (InfiniBand), and Myricom (Myrinet) can be
used to enable BladeCenter systems for a variety of grid
applications by enabling the clustering of up to 14 blades
in a single chassis on the appropriate interconnect fabric.
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Multiple BladeCenter systems can then be interconnected
externally with one or more high-end backbone switches
to create a much larger cluster. It has been shown that
some grid applications will suffice with large numbers of
servers interconnected with 1-Gb/s Ethernet bandwidth
[41], while other applications will require the bandwidth
and performance guarantees of InfiniBand.

Future enhancements and extensions

The following networking enhancements are planned
to further advance areas of InfiniBand, Ethernet, and
workload management.

InfiniBand

An area of focus with InfiniBand 2.0 is the application of
double-data-rate (DDR) technology for communications.
That is, the initial baud rate of 2.5 Gb/s per channel
(2.0-Gb/s data rate) for an IB-1x link will be doubled to
a 5.0-Gb/s baud rate per channel (4.0-Gb/s data rate).
As with InfiniBand 1.0, this speed will also apply to IB-4x
and IB-12x cabling, with IB-8x being newly supported.
This increase in bandwidth will be significant for data
center computing and database clustering as the scale-
out model continues to evolve in parallel with the
convergence of communication, storage, and clustering
traffic onto a common fabric.

InfiniBand will also provide increased flexibility for
supporting the scale-out model. Depending on the
application, there may be a need to increase compute
power by adding servers or blades, or there may be a need
to increase the I/O capability by adding adapters or
attaching one or more I/O chassis. For example, a single
BladeCenter system could be connected to multiple I/O
chassis via a common InfiniBand fabric to provide a large
number of InfiniBand, Ethernet, Fibre Channel, or other
types of external connectivity.

Ethernet and networking offload

Like InfiniBand, Ethernet is slowly evolving through
standards to become a system area network fabric
through extensions to support clustering and storage
applications. The support of TCP/IP offload technology
provided by network adapters and OS providers is a
primary step for enabling networking convergence of this
type. With the support of TCP/IP offload, the TCP/IP
bottleneck can be overcome, and additional services (e.g.,
iSCSI [42] and RDMA [43]) provide clustering and /O
capabilities similar to those of InfiniBand. That is, using
Ethernet as the common fabric, the RDMA protocol sits
on top of the MPA [44] and DDP [45] layers, as shown in
Figure 9, to provide applications with direct memory
access to the memory of another computer system with
significantly less latency.
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The initial definition of the iSCSI protocol describes a
means to transport SCSI commands over TCP. However,
more recently a second option was defined to leverage the
direct memory access provided by the RDMA service, as
shown in Figure 9. This approach is known as iSCSI
extensions for RDMA (iISER) [46]. These technologies
will be supported within the BladeCenter system as the
network adapter and OS support become enabled.

10-Gb/s Ethernet

Ethernet standards and product support for 10 Gb/s over
both copper and fiber have already been introduced.
However, the network and I/O component costs, and
subsequent end-to-end connection costs, are much higher
than for 1-Gb/s interfaces. Also, the drive distances over
copper and low-end fiber media are limited. These design
challenges will be addressed by the industry as a whole
and will soon result in 10-Gb/s Ethernet as a viable
technology option for internetworking servers within

a BladeCenter chassis or among servers within a

data center.

Enterprise workload management

The IBM Enterprise Workload Manager (EWLM) [47] is
part of the IBM Virtualization Engine (VE) offering [48]
and can dynamically monitor and manage distributed
heterogeneous workloads to optimize the operation of
applications. Infrastructure simplification is a key area of
focus for BladeCenter products, and the alignment with
EWLM and VE is consistent with this direction. EWLM
simplifies the management of IT resources by creating a
consolidated logical view of resources across a processor
complex, cluster, or distributed network through
automation and virtualization.

As described in the Introduction, the multi-tiered
framework shown in Figure 1 is very common. The
servers could be physically located in one data center
or could be spread across sites in different cities or
countries. EWLM is an implementation of policy-based
performance management, with the scope being a set of
servers logically grouped into what is called an enterprise
workload management domain. The set of servers
included in the domain have some type of relationship,
such as a group supporting a particular line of business
(which may consist of multiple business processes spread
across a few servers or a thousand servers). On each
server OS instance in the domain, a thin layer of
enterprise workload management logic, called the
managed server, is installed. The managed server layer is
positioned between applications and the OS to gather
resource usage and delay statistics known to the OS.

A second role of the managed server layer is to
gather relevant transaction-related statistics from
middleware applications. The application middleware
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implementations, such as the IBM WebSphere*
Application Server, are notified when a piece of work
starts and stops, and the middleware is notified when a
piece of work has been routed to another server for
processing (for example when a Web server routes a
servlet request to a WebSphere Application Server). The
managed server layer dynamically constructs a server-
level view describing relationships between transaction
segments (known by the applications) with resource
consumption data (known by the OS). A summary of this
information is periodically sent to the domain manager,
where the information is gathered together from all of the
servers in the management domain to form a global view.

When incoming requests arrive at a load balancer, the
load balancer may have limited information about the
status of an application or the performance of the servers
to which it is routing. EWLM does not route the work
itself, but provides recommendations to the routing entity
using the IBM Server/Application State Protocol (SASP).
Through SASP messages, a load balancer can notify the
domain manager which systems and applications can
be load-balanced, and the domain manager can make
recommendations to load balancers regarding how to
distribute work based on the statistics gathered and
policies set. However, it is up to the load balancer to
actually make use of EWLM recommendations to route
incoming requests to the members.

In relation to BladeCenter servers, the external Cisco
Content Switching Module switch and the integrated
Nortel Layer 2-7 Gigabit Ethernet Switch Module both
support the EWLM function and SASP for enhanced
workload management. As previously described, the
Cisco switch can be placed among multiple BladeCenter
chassis, while one or more Nortel switches can be
integrated into each BladeCenter chassis. With this
function, the combining of EWLM with BladeCenter
servers and integrated switches brings an even tighter
coupling between the server, network, and application
layers.

Conclusion

This paper describes how the BladeCenter networking
architecture and technology is converged with server and
management technology to consolidate and simplify
infrastructures built around the scale-out model. Areas
of focus include showing incorporation to networking
standards, discussing some of the switch and I/O
technology options, and sharing example applications
and some future directions. Recent advances in
networking technology that further enable scalable and
dependable computing were discussed in the context
of how these technologies could be leveraged within
BladeCenter products.
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Blade server architectures will have a definite place
in meeting customer requirements of the future, but it
will be important to continue leveraging industry and
customer trends, developing appropriate technology, and
establishing new standards. As described, the integration
of servers and network subsystems within the
BladeCenter chassis helps to simplify systems
management in the data center. In the future, this
management may extend to include global workload
management and virtual organizations enabled by grid
technology.
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