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• A VMEbus Dus Error b also signalled ir �t�b�~� DVlvL\ cycle encounters a page rault, protection 
error, or (on read cycl<."s only) a memory �~�r�r�o�r�.� Memory errors, which include parity errors or 
uncorrectable double bit errors, are also reported to the CPU as interrupts, if enabled. 
Protectio.n checking i3 discussed below . 

• Implementations of DVMA can offer high-bandwidth burst modes oC transrer that allow r:lSt 
DVMA devices to increase throughput by eliminating repeated bus arbitration. 
Implementations must specify whether this reature is supported and what the device 
requirements must be to activate this transrer mode. 

6.2.1. System DVMA' 

System DVMA responds to the lowest megabyte or the VMEbu5 address range in both the 24-bit and 
32-bit VMEbus address spaces. This 1MB space is mapped into the highest megabyte in the virtua.l 
address space or the current context, as indicated by the Context ID register. System DVl\.tA is enabled 
vb. the EN.SDVMA bit in the System Enable register. System DVMA cycles use Supervisor access ror 
protection checking; a VMEbus Bus Error is signalled if the page being accessed is not �v�a�l�i�~� or if the 
access has a protection violation. This error is Dot visible to the CPU. 

VYE-Addrtss A24. A32 V1rtul Addreu 

--------
[OxOOOOOOOO •. OxOOOfFFFF] [OxFFFOOOOO •• OxfFFFFFfF] 

6.2.2. User DVMA 

User �D�V�~�1�A� responds to the most significant 2 GBytes or the �V�~�1�E�b�u�s� �3�2�~�b�i�t� address space (Le., 
A<31>=I). The l&-bit �~�n�d� 24-bit address spaces are ignored. The �V�~�1�E�b�u�s� User DVtviA address space 
contains two fields. �V�~�1�E�b�u�s� A<30 .. �~�8�>� map into a 3 bit context ID, and �V�~�1�E�b�u�s� A<27 .. 1> with DSO 
and DSI map directly into the 28 bit virtual address space for this context. User DVMA is enabled via 
the User DVMA enable register, which has one bit per context. Ie a context is not enabled (or user DVMA, 
then the CPU does not respond to the corresponding addresses on the Vlv1E cycle at all; this allows 
sharing of the upper 2 gigabytes of the V}'fE address space with other �V�~�f�f�i� devices. 

User DVMA cycles have User access for protection checking; a Vr..1Ebus Bus Error is signalled if the 
page being accessed is not valid or the access has a protection violation. This bus error is not visible to 
the CPU. VMEbus masters that expect bus error support (rom the CPU must then post an interrupt to 
the CPU and must make the appropriate information about the bus error available to the CPU. 

VVE-Addrt .. 

[OrBOOOOOOO •• OxBFFFFFFFl 
(OxgOOOOOOO •. �O�x�~�f�f�F�F�F�f�F�l� 

[O:AOOooooo .. oxAFfFFFFfl 
[OxBOOOOOOO •• O.r..BfFFFFIT] 
[OxCOOOOOOO .. OrCFFFFFFF] 
[OxDOOOOOOO .. OxDtffFFFF] 
[OxEDOOOOOO .. Ox!1FFfFFF] 
[OxFOOOOOOo .. ex} f F f r F F r 1 
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V1rtuLl Addre .. 

cx=O [oxQooooooo .. OnlFTFFFFF] 
CX=l [OxooooooOO .. OnlffFFFFF] 
CX=2 [OxQOOOOOOO .. OnlffFffff) 
0=3 [oxQooaoooO •. OxOffFFFFF] 
CX=. [OxQOOCOOOO .. OnlfFfffFF] 
CX=& [OxOOOOOOOO .. OrOFFFfFff] 
CX=O [crCooocOOO,.OxQFFFfFFF] 
0=7 [orOoooOOOO .. OxOFfFFFff] 
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7. CPU Reset 
There are rive possible reset source~ for Sun-3 configurations: Power-On reset, VMEhus SYSRESET-, 

Watchdog reset, a User Reset switch, and CPU reset. Two of these, the Vr..1Ebus SYSRESET- and the 
User Reset 6witch, are optional by configuration. . 

The following chart indicates the devices or system bus 5ignals that are reset by each source. Followin& 
the chart, each reset source is described. 

DEVIC'E/ POWER VVEbu. W"TCH- USD CPU 
WEbu. SIC'AI. 01 RESET DOC SWITCH IlfSET 

MCfSB020 CPU Y B Y Y Y 
ICSSBBI fPP y B Y Y Y 

VKEbu. Sipah 
VXEbu. SYSR.ESET- P P P P 
WEbUI SYSP'AIL- Y y y y 

Control Spac. 
S7,t •• Enabl. r., Y B Y y 

U •• r DV¥A Enabl. r., Y B Y Y 
Db.po.t.1c reI y B y y 

Dulce Spac. 
Floatin, Point. Ace:. Y B Y Y 
'.cor7 Error Cntl ie, y B Y Y 
Interrupt reg Y B Y Y y 

Serbl Port. Y B Y Y 
Ke7board/llou .. Y B Y Y 
AYD Ethernet Intrfac. Y B y y Y. 
Int.l Et.hern.t IfF Y B Y Y Y 
SCSI lntnhc. Y B Y y 

tee M.aor7 Enable re, Y B Y y 

tee Chip D1ag. re, Y B Y Y 

Y ~ Al.~1' r ••• t. the indicated d.Tie. during t~. indicat..d 
r.,.t condition. 

B a BUI juap.r option: R.,.t indicat.d CPU doyie •• if ~ua 
SYSRESEl- 1. d~ly.n actly. (=0) trca .0 .. ~u. board. 

P a CPU-to-bu. Juaplr option: DriTI YXEbu. SYSRE$El- aetlT. 
(=0) durin, indicatld r"I~ co~dit1on for CPU board. 

Power-On Re:set. Power-On Reset (paR) is active ror 100 milliseconds minimum after the power supply 
voltage reaches 4.5V. POR resets the CPU and clears the System Enable register rorcing boot state, and 
it resets the diagnostic register, lighting all the LEDs. Other devices reset during Power-On reset are 
indicated above. 

VMEbu:s SYSRESET-. The VMEbus SYSRESET- must be activated by a jumper in configurations with 
a system bus, normally only in the event that the CPU board is not. the V~bus arbiter. If so jumpered, 
the CPU board does not itselr drive SYSRESET- or SYSFAll..- if the bus SYSRESET- i~ active. 

Watchdog Re3d.. The Sun-3 architecture provides a watchdog circuit which generates a signal equivalent 
to power-on reset (POR) whenever the CPU baIts with a double bus fault. A \Vatchdog Reset results in 
the same devices being reset ~ the Power-On reset. 

U"a" Re"et Switch. An optional User Reset Switch resets the same dcvices ~ the Power-On ncset. 

CPU Re~rl. CPU Reset results from the CPU executing a Reset instruction. 
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8. CPU Interrupts 

8.1. Interrupt Sources 

There are two sources of interrupts for Sun-3 systems: VMEbus interrupts and interrupts from devices 
derined in the Sun-3 architecture. 

The VMEbus interrupt handler for Sun-3 systems supports all levels (1:7) of VMEbu5 interrupts. 
V?-..1Ebus interrupts have lower priority than onboard device interrupts at the same level. 

A list of the interrupt assignments for devices defined in the Sun-3 architecture is in the table below: 
L.~.l D.~le.(.) 

7 ••• ory Error or Clock 
e SCC. 
6 Clock 
4 Video (Sun-3 Fra.e Buffer or Color Map) 
3 Ethernet or S1.t •• Enabl. a-,itt.r 3 
2 SCSI or S,.t •• En~bl. a.,ilttr 2 
1 . S,.t .. Enable a_ghter 1 

8.2. Interrupt Acknowledge Cycles 

Interrupt acknowledge cycles are CPU Space cycles identified by A<17 .. 16> = '11'. The interrupt 
vector number resulting from the execution of an interrupt acknowledge cycle may be a vector fetched 
from the interrupting device, an autovector corresponding to the level of the interrupt acknowledge cycle, 
or a spurious interrupt vector. 

All Type 1 devices derined in the Sun-3 architecture use autovectored interrupts, except for the sec 
UART's. Either vectored or autovectored interrupts may be implemented for UART's, with vectored 
being the preferred implementation. Devices on the VMEbus use vectored interrupts. 

A spurious interrupt vector results whenever an interrupt acknowledge cycle terminates by the assertion 
of the bus error signal. Certain implementations of Sun-3 report spurious interrupts. In particular, the 
railure of a device to return a vectored interrupt may be reported as a spurious interrupt. The contents of 
the Bus Error register are not affected by the reporting of spurious interrupts. 
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9. The Sun-3 Cache Architecture 

9.1. The Sun-3 Cache: Introduction and Overview 

D.1.1. The Sun-3 Cache: Introduction 

" The Sun-3 cache architecture d~scribes a set. of caches with a common structure. In particular, all Sun-3 
caches are direct mapped caches (i:e. t one way set associative) with a fixed block size. They vary only in 
the number of cache blocks. 

The number of cache blocks, together with other options indicated in the architecture. are Sun-3 cache 
implementation parameters. These parameters must be specified as part oC the product speciCication .. _--

9.1.2. The Sun-3 Cache: Overview 

The Sun-3 cache is organized as a direct mapped virtual addressed cache containing 16 byte blocks (or 
lines). Its size is variable. from lK blocks (16K bytes) up to 8K blocks (128K bytes) for t.he largest. 
allowable Sun-3 cache. 

Sun-3 caches support 8 virtual contexts with 28 bit virtual address spaces. 

For each 16 byt.e cache block t.here is a corresponding cache tag field. The tag field contains address 
inCormation to uniquely identiCy the block data plus protection and control inCormation. 

In the smallest. Sun-3 cache. a cache block and its corresponding tag Cield are addressed by A< 13 . .4 >; 
in the largest. Sun-3 cache. i the block and tags are addressed by A < 16 . .4 >. To uniquely identify the 
virtual address Cor a cache block, its tags contain the 3 bit Context ID (CIO) field plus a varying number 
of "irtual address bits, depending on the cache size. 

The t.ag field for the smallest Sun-3 cache contains address bits A<~7 .. 14>. Together with the cache 
address, these tags uniquely identify the block address, A < 27.,4 >. Similary, the largest cache tags include 
A < 27 .. 17>. (See below for a description of all tag bits.) 

The Sun-3 cache contains only data from main memory. That is, each cache block's virtual address must. 
transbte into a physical address from a Type 0 page in Device Space. Data Crom any Type 0 page which 
is not marked -Don't Cache- in the ~n\'fU may be cached; tbis includes, in particubr, data accessible by 
User or System DVMA. 

9.2. The Sun-3 Cache: System Programming Requirements 

Sun-3 caches are virtual address caches; implicit with the use of a" virtual address cache is a set or 
system progr3mming restrictions which ~ruST be adhered to in order to guar3nlee system data 
consistency. In addition, other restrictions on tbe mapping of Supen-isor pages are required for optimal 
cache performance. 

9.2.1. Data Consistency: Overview 

Virtual addres5ing allow5 aliasing: the possibility of multiple virtual addresses mapping to the f>3me 
physical address. If a Sun-3 cache were used without system page mapping rcstrictions, any two ArbitrAry 
virtual addrcsses could occupy any two arbitrary cache localions and still map to the same phY6ica.l 
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addres5. When cache blocks are modified, Suu-3 cache b:ndware provides NO data consistency che-cking 
between difrerent cache blocks. D~t:). can become inconsistcnt when ch:lnge5 at one cache location are not 
seen at anotber cache location. Ultimatcly, the data at the common phY5icai address in main memory are 
going to include only part of the \Vrite modifications from the several cache locations. 

The Sun-3 cache architecture 50lves this data consistency problem by providing two distinct 
mechanisms. Both mechanisms require the interaction or sortware with 6pecial cache hardware to ensure 
consistent data. Brieny, the first mechanism requires that all alias addresses which map to the same data 
must. match in their low order 17 bits (modulo 1~8KB) IF these data are to be cached. The second 
mechanism restricts data from being cached through the use of a -Don't. Cache- bit. which is defined-for 
eOach page in the M~ru Page Map .. 

Both or these mechanisms are explained in more detail below. 

0.2.2. Data Consistency through Modulo 12SK Addressing 

The first, and prefered, method or guaranteeing data consistency is through restricting the use of alias 
addressing ror cache data. To guarantee that all alias virtual addresses map to a common cacb~ location, 
it is REQUIRED that any two alias virtual addresses must match in their low order 17 bits (i.c., modulo 
128K). This applies to alias addresses within the same context as well as aliases between contexts. 

Note that to guarantee data consistency, ANY write to a page requires that ALL references to that page 
(read or write) adhere to this restriction. No requirement is placed on alias addressing to Read Only pages. 

Also note that other means are available to guarantee limited data consistency, ror example, in alias 
addressing between User contexts. If the operating system nushes the cache through -Flush Cache Set 
(Context lvlatch)- commands in Control Space at the time of User context switches, then data consistency 
between User contexts is assured. The cache nusb, however, is relatively 610w and does nothing ror alias 
addressing within the context. Further, cache blocks with Supervisor protection arc unarrected by this 
nush command. 

The hardware controls to guarantee data consistency within a single cache block are described in the 
section - Cache Misses and Data Consistency - below. 

9.2.3. Data Consistency through Don't Cache Pages 

The second mechanism t.o ensure data consistency is through the use of a -Don't Cache Page- bit in th~ 
t>.i!\fU Page ?viap. If this control bit is set for a page, then all data accesses to this page are made directly 
to and from main memory. In bypassing the cache, the virtual cache data consistency problem is avoided. 

Since ali3S a.ddressing is possible, ir 3 page is marked -Don't Cache- in one MMU Page Map entry, then 
it must. be marked -Don't Cache- in aU alias Page Map entries. Data consistency is not guaranteed 
otherwise. 0 

Generally. direct memory data accesses are much slower than cache accesses. Frequent references to 
-Don't Cache- pages will consequently h3rm system performance. 

9.2.4. !\1apping of Supervisor Pages 

There are two additional requircmcLts for the mapping of Supervisor pages on systems implementing a 

Sun-3 cache. These requirements are not rebted to cache data consistency, but rather are rundamental to 
the definition of a c3cne abit·; see the section -Definition of a Cache Hit a below_ 

First, the Sun-3 cache architecture rcquire~ that all 5upcrvisor p3.gC5 must have identic3.1 addre5~ 
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mappings across all contexts. 

Second, for protect.ion consistency, the Sun-3 cache archit.ect.ure requires that ir a page is marked ~ 
having Supervisor access within one context, then that page must be marked as having Supervisor access 
for all contexts. 

These requirement.s ensure that, with the cache hit and protection definitions 6tated below, no 
dirferences in data protection should be discernable whether a Sun-3 cache is enabled or disabled. 

9.3. The Sun-3 Cache: Its Structure and Operation 

9.3.1. Cache Tags 

Sun-3 cache tags are listed below. The use or these tags in cache control is explained in the next section. 

o Valid (l bit): Indicates that the tags and data at the addressed cache block are both valid. 
Neither tags nor data have meaning ir the Va!id bit is reset. 

• Modified (1 bit): Indicates that the cache block has been modified by one (or more) \Vrite 
cycles. 

• Virtual Address field (from 11 to 14 bits, depending on cache size): Virtual address bits which, 
together with the cache address, uniquely identify a cache block in a 28 bit virtual address 
space. For a 16K byte Sun-3 cache, the Virtual Address field is A<27 .. 14>; for a 128K byte 
Sun-3 cache, the VA field is A<27 .. 17>. 

o Protection (2 bits): \\Trite Allowed and Supervisor Access protection bits, identical to those in 
the M~ru. The use of the Protection bits is explained below under Definition of Cache 
Protection. 

• Context ID (CID) field (3 bits): Identifies the Context for the cache block. 

• Reserved (3 bits): May be read or written, but have no efrect. 

• Unused VA bits (Variable; depends on cache size): Unused VA bits are undefined. 

• Unused (8 bits): Unused bits -,D<7 .. 0» are undefined. 

Slriu. C&ch. T&, fora&t (for R.&d/lrlt. TA! Control Sp&c. op.r~tlon.): 

0~1 O~O 020 029 027 02e 025 024 02~ 022 021 020 010 018 017 Ole 
I 1------1- 1-------1 

---Virtu .. l Addre .. -------

016 014 013 012 011 010 000 Doe 007 Doe 006 DO~ oo~ 002 001 000 
1- -I I 1 I 
-VA->\lfrtISupIRI-I<--CIO->I<----'Ullu'.d------->1 
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g.3.2. Accessing the Cache 

Cache operations include read cycles, write cycle-s, and Control Space operations. To access the cache ror 
any or these operations, generally the rollowing inrormation is required: a Device Space/Control Space 
indicator (Function Code bits; implrmcntation dependent); a 3 bit context I.D. (from the CID register or 
VME address bits A<30 .. 28»; the ~8 bit virtual address (A<~7 .. 0»; the Supervisor/U6er access bit; a 
Read/\Vrite bit; and the data ti'ansfer size (Size bits; encoding is implementation dependent). On write 
cycles, up to one longword or data is also required; the data alignment is implementation dependent. 

All of this information is required for cache read and write cycles. On Control Space operations, ·some 
may not be required; see the Control Space section, below. Timing requirements at the cache interrace f.or 
this information are implementation dependent. 

9.3.3. Definition of a Cache Hit 

In this section, the cache -hit- is defined for read and write cycles and for the Block Copy (Read) and 
Block Copy (\Vrite) Control Space operations. The -hit- criteria ror other Control Space operations are 
explained in the Control Space section, below. 

There' are two requirements ror a cache hit. First, the access address A<27 • .4> must match the cache 
virtual address tags plus the cache block ?ddress. 

Second, either the access context ID must match the cache Context ID tags, or the cache Supervisor 
protection tag must be set. If the cache Supervisor Access tag is 5et, then the cache block may be accessed 
regardless oC the access context ID. 

This -hit- definition does not necessarily imply a valid cache access, since it takes no account or 
protection checking (below). 

9.3.4. Definition of Cache Protection 

Cache protection checking is defined for read and write cycles and ror the Block Copy (Read) and Block 
Copy (\Vrite) Control Space operations. Protection checking in inhibited on all other cache speciric 
Control Space operations and during -\Vrite Back a. cycles (see Cache Access and Block Repbcement, 
below). . 

There are three requirements. First, no cache protection violation can result unless there is a cache hit. 
Second, if the access has User protection, a protection violation results on a hit if either the cache block 
has Supervisor protection, or if the access attempts to write into a cache block whose Write Allowed tag is 
reset. Third, if the access has Supervisor protection, a protection violation results on a hit only if the 
access attempts to write into a cache block whose \Vrite Allowed tag is rcset. 

A protection violation terminates the bus cyc1e with a bus error, whil~ setting the Protection Error bit in 
the Bus Error register (on CPU bus cycles). 

9.3.5. Enabling the Cache 

The ·En~ble Extern~l C~che· bit, D< 4 > of the System Enable register, determines whether the cache 
is enabled for read and write cycles. In Boot st~te, the cache is disabled. If disabled, all cache accesses 
·miss· the cache, no clcbe blocks afe wrilten back to memory, and memory data are directly read from 
or written to main memory. Block Copy (ncad) and I3lock Copy (\Vrite) Control Space opcration5 
operate from main memory, ignoring the cache. All other Control Space opcration!5 for the cache, 
however, remain unarrected by the Enable bit. 
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D.3.6. Cache Initialization 

The state of a Sun-3 cache following a Powcr-On reset, User Switch reset, or \Vatchdog reset may be 
indeterminate. The reset forces the Enable External Cache bit (above) to be inactive. To initialize the 
cache, the Valid tags for all cache blocks must. be reset. by issueing '\Vrite Cache Tags' commands in 
Control Space before the Enable External Cache bit. is set active (see Control Space, below). 

0.3.7. Read and Write ·Cycles: Cache Hit Operation 

For the Sun-3 cache, read and write cycles begin by determining whether the cache access 'hits' or 
'misses' the cache. If the access 'hits' the cache, t.hen a protect.ion check is made. Ir a protection 
violation is found, a protection error terminates the bus cycle; no valid data are read (read cycle) or 
written (write cycle), and no block tags are updated. . 

Ir no protection violation is found, the cache cycle is valid. On a valid read cycle, up to a longword of 
cache data is read from the cache. Data alignment is implementation dependent. On a valid write cycle, if 
the Modified block tag is active, then up to a longword or access data is written into the block. The sizes 
oC data updates and alignment r'!quirements are implementation dependent. No bloc.k tags are updated on 
either of these cycles. 

Ir the Modified tag is inactive on a valid write cycle, then both the Modiried block tag bit and the 
Modified bit, in the MMU Page ~bp must be updated. The cache data may be rewritten rrom memory 
data during the tag and M~ru update, depending on the implement~tion. Cache data will be updated by 
writing up to a longword of access data into the block. Again, the sizes of data updates and alignment 
requirements are implement~tion dependen t. 

9.3.8. Read and ¥lrite Cycles: Cache Miss Operation 

A cache - miss' on. read and write cycles in Device Space may be caused by either an access to a 
cacheable Type 0 page whose data are missing rrom the cache, or by an access to a -Don't Cache- page 
or a non-Type 0 page. Rcading the M~ru Page ?\1ap determines whether the access data should be in the 
cache. 

Ir the M~ru translates the access address to a valid Type 0 page whose 'Don't Cache' bit is inactive, 
then the cache will be updated at the block corresponding to the access address on both read and write 
cycles. The cache tags wilt be updated to :.\...()w the access context and virtual address, the Valid bit will be 
set active, and the l\1odificd bit will be set .)n a write cycle. 

9.3.9. Cache--Misses and Data Consistency 

The source of a valid block of data to update the cache following a cache 'miss' may be either Type 0 
memory or the old cache block data. The selection depends on the contents of the old cache block to be 
replaced. If the cache block contain5 an invalid entry, then the source of the data update is memory. If 

.. the cache block is valid, then data consistency issues determine the source. 

In the section 'Data Consistency through ~1odulo 1~8K Addressing- above, it was 6tated that cache 
data consistency would be guaranteed if all alias addresses were to map to a common cache location 
modulo 1~8K. V/ith modulo l~SK addressing, it is possible that the access virtual address and cache tag 
virtual address both transbte to the 5ame pbysical block. The Sun-3 cache architecture requires a 
physical address comp:uator to determine whether the traoslated block addre~se~ are ide-otica!. The 
numbcr of addrcss bits comp:ucd in the physical addr('!'~ comparator is implementation dependent. 
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lC the physical addre5s(,~ compare, then t.he 50urce of valid dab. to update the cache is the old cache 
block data. If the old cache block has no\, been modifi('d, t.hen t.he cache data and memory data are 
identical. Either can serve as the data source, depending on the implementation. Ir the old cache block has 
been modified, then the old cache data must be the source for the cache update. 

Once the source of valid block data h3.S been determined, the access cycle can complete. On read cycl~s. 
up to a longword of data may be read direclly from the source or from the cache following the cache 
update, depending on the implementation. On write cycles, up to ~ longword of acce55 data may be 
written into the cache. The size of data updates and cache data alignment arc implementation dependent. 

D.3.10. Write Back Cycles 

The Sun-3 cache is a write-bade cache: modified data are held in the cache until a cache block is either 
replaced (on Do cache miss) or nushed (see the Control Space section, below). Memory cycles which write 
modified cache block~ back into memory are called Write Back cycles. 

Following a cacbe -miss- on a read or write cycle, the cacbe block addressed on the access will be 
updated, provided the access address translates to a .:acheable page. The sources for the upda~e may be 
either t.be' old cache block data or main memory (see above). lC the source is the old cache block, cache 
data need not be rewritten to memory. If the source is the main memory, then an old cache block which is 
valid and modified must be written back to memory. This cache data may be temporarily bufCered; the 
architecture does not. require that the \Vrite Back cycle to memory complete prior to updating the cache 
with new data. . 

Similarly, during a Flush Cache Set. operation in Control Space, valid and modified cache blocks must be 
written back to memory if they satisfy the -nush match- criteria. 

During a \Vrite Back cycle, the virtual address for the block being rewritten must be translated in the 
~1~ru. Any translation error is signalled as a -\Vrite Back. - error interrupt to the CPU. No protection 
checking is perCormed. 

9.3.11. Cache Error Conditions 

There are two types oC errors unique to systems with Sun-3 caches. These are Asynchronous Time Out 
errors and \Vrite Back errors. 

In Sun-3 systems with caches, a time out error may be reported differently, depending on when the 
condition is detected. IC the condition is detected while either a CPU or DV~1A bus cycle is in process, 
then the time out is reported as a bus error to the CPU or DVMA master. On CPU bus cycles, the 
Tl~IEOUT bit. (D<5» in the Bus Error register records the cause of the error. (See also the Bus Error 
register description.) , ' 

IC the time out error is detected during a \Vrite Back cycle (above), then it is reported, iC enabled, as an 
interrupt to the processor. The TI~fEOvT bit (D <3» in the ~1emory' Error Control register records this 
error. 

'. A \Vrite Back error resl.!lts whenever a translation exception is detected for the address of a valid and 
modified cache block which must be written back to memory during a \Vrite Back cycle (above). This 
error, if enabled, is also r('ported to the processor as an interrupt and is recorded as the \VI3ACKEnR bit 
(0 < 2» in the Memory Error register. Note that no protection check is performed during the Vvrite 
Back address translation. 
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9.4. The Sun-3 Cache and the MMU 

g.4.1. The MMU Accessed Bit 

In Sun-3 systems with no cache, an M~ru Accessed bit is updated on every bus cycle to memory. In 
Sun-3 systems with a cache, no ~n.ru update is made ir the memory read or write aCCt'5S ·hits· the cache. 
If the operating system resets an MMU Accessed bit, this means that the bit will nol be set again in cache 
5ystems until there is a cache miss for data contained in that page. Note that the Control Space 
commands Block Copy (Read) and Block Copy (\Vrite) may also update the MtvlU Accessed bit. 

As a consequence, MMU Accessed bits may be somewhat inaccurate in reflecting page use age within 
Sun-3 systems with caches. 

9.4.2. Modified Bits for the Cache and MMU 

The cache and MMU Modified bits are coordinated as follows. Ir a Write access misses the. cache, then 
the Mtvru Access and Modified bits plus the cache Valid and l\-10dified bits are all set active when data are 
returned from main memory. For subsequent \Vrites to the same cache block, no tag updates are 
required. 

If a Read access misses the cache, then the MMU Access bit and the cache Valid bits are set active when 
data are returned from main memory. If a subsequent Write access to this same block occurs, then both 
the cache Modified and MMU Modified bits must be set actiye. Again, subsequent Writes do not affect 
the cache tags. 

9.4.3. Write Back Cycles, Control Space Operations, and the MMU 

\Vrite Back cycles and Control Space operations (see below) require special mention regarding their use 
of the MMU. M1ru translations are required during \Vrite Back cycles, flushes, and Block Copy 
oper:ltions. During \Vrite B:lcK cycles and n1lshes, NO protection checking is performed; checking is done 
for Block Copy operations. 

The MMU is never updated on \Vrite Bac:k cycles or flushes. On Block Copy (Read) operations, the 
MMU Accessed bit of the block read is upd=,ted if the block is not in the cache. On Block Copy (\Vrite) 
oper:ltions. the Accessed and Modiried bits ue both updated. 

9.5. Control Space Operations for the Sun-3 Cache 

9.5.1. Control Space Operations: Overview 

There are four Control Space oper:ltioD~ for the Sun-3 cache. These are Read/V/rite Cache Tags; 
Rcad/\Vrite Cache Data; Flush; and Block Copy. 

The sizes of data tr:msrers supported for cache Control Sp:lce operations are implementation dependent. 

Detailed descriptions of the cacbe control operations are given below. The following notation is used: a 
data bit value of ·d a iDdic~te5 -DoD't C:!re·. 
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g.5.2. Read/Write Cache Tags 

REGISTER/lAP A<31 •• 2B> 0<1 •. 0) SIl& ADDRESS FIEl.D 

----------.-----------------------
CACHE TACS 0%9 10IC A< 18 •• .(u 

• Addrt •• fltld tor 129lB cacb.; A<ll •• '() tor leKB each. 

" 

A Rt~ or Irit. co •• and in Control Spac •• 
At the addr •••• d each. bloct. -a.ad or Irit. th. each. tal' a. 

data in a 32 bit for.at. 
Data Ihld.: 

031 030 02Q 028 027 028 026 02.( 023 022 021 020 010 DIB 017 Ole 
I I I I I 
I Vall Kod I a ... nd 1(---- Virtual Addr ... --------

016 Dl'( 013 012 011 010 000 DOa 007 008 006 00,( 003 002 001 000 
I I I I I 
--VA-->IVrtISupIR.-l<---CID---)1< Unu.td )1 
con't.1Prot.ctl •• rTtd 

Data for.at: 
32 bit (lolical) data, 0<31 •• 0). 

Unu •• d bit, 0<7 •• 0) art und.fintd. 
S1z,. of data tran,r'r •• upporttd art i.pl •• tntation dtptndtnt. 
lott: Irltinl all Valid bit. with 0', initialize. tht c~cht. 

Bu. Error Condition.: lonl. 
Inttrrupt. Ctntrattd: lont. 

9.5.3. Read/Write Cache Data 

REC!STER/lAP A<31 •• 29) 0<1 •• 0> SIZ& TYPE. 

CACHE DATA OxO LOlC 

ADOP.ESS F I El..J) 

• Addrt •• field for 12SlB eacht: A<13 •. 2> for leXB cach. 
Addrl.' nott: A<3 •. 2) Lddrt •• a Lon~ord within a cache block. 

A R.ad or Irit. coeaand in Control ~pac,. 
Rtad or Irit. the cach. data at tht addr •••• d cach. block. 

Cach. ta~. art not ch.cktd for thi. optration. 
Data fouat: '" 

32 bit data, 0<31 •• 0>. 
Sizt. of data tran.ftr •• upporttd art iapI,.entation dtptndtnt. 

Bu. Error Condition.: lont. 
Int.rrupt. C.ntrattd: Ion •. 
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9.5.4. Flush Cache Operations: Overview 

Three Flush Cache operations are defined, dependiDg on the match criterb.: the context match nusb, the 
page match nush, and the segment match nush. All operations operate over a set. of cache blocks. A ~t is 
ddiDed as one or mote cache blocks, the number of blocks being a power of two and impleme'ntation 
dependent. The sLarting address for a set is specified in the command, with the 3.Ssumption that lower 
order address bits are D's. By incrementing the set address, a sequence of Flush Cache Set commands will 
nush the entire cache. . ... ----

Each cache nush command may change the cache in two ways. First, each nush command causes all 
Valid and Modified blocks from the set which satisfy the £lush match criteria to be written back to main 
memory. Second, each nush command causes all Valid blocks· within the set which satisry the match 
criteria to be invalidated .. 

The match criteria for nush commands are defined below. 

9.5.5. Flush Cache Set [Context Match] 

REGISTER/lAP A<~1 •• 28) D<1 •• 0) SIZE ADDRESS FIEl..D 

FLUSH CACHE OxA ·01" X/A WRITE CX<2 .. 0). A<10 •• 4) •• 
SET (COJITEXT) 

•• A<18 •. 4) corre.pond. to 128(9 cLche (a LX) with 1 block S.~ (a in) 
Upper bound of A<18 .• 4) T~rie. with cache .ize: 
Lower bound of A<18 .. () Tarie. with Sot .i%t for flu.h 
11n. addu .. field = CX<2 •• 0) (with Setdu = cache .he) 

A Vrite co .. ~d in Control Space. 
Oper~tion '~~ry: Flu.h fro. the c~che ~ll cache block. within 

& cp.citied context .hich Lre trOD U,I ~ protected p~g.'. 
Flu.h .Ltch criteria: The SCp.fTi.or pre .eetion tal .o.t be 

r ••• t eu.er .pact), and the Context It ta~. au.t = the 
Context ID r.,i.ter (~ bit.). 

DLh fond,: 
(0<1 •• 0) D '01") ldontlU .. thh noe: cOIlDud La ~ Context. 
lbtch nuh. 

DU not. .. : 10 IOn) protection ch.ck 1. t! . .:e, ~d no update 11 
ptrfora.d on kW Acc .... d or lIodlUeC:· bi ta. 

Error interrupt condition: 
Write BLck error if th. addre •• tran.lat.ion for & Valid ~nd 

Modified cLche block i. InYLlid. 
Jot .. : 

A Context Flu.h i. u •• d to .nsur. cache addr ••• in( con.i.tency 
.h.nly.r & nl' actiTI cont.l%t replLct. an old cont.xt in t.h. 
rYU. Tht Cont..xt Ylu.h .u.t be perforDtd b.for. the old 
context r.f.t.nct. ~r. reacT.d trot the VVU. linCI the ¥vu 
i. required to trLn.1Lte the cach. block.' Tlrtu~l ~drle.e •• 
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g.S.6. Flush Cache Set [Pa.ge Match} 

RrCISTER/KAP A<31 •• 2B) 0<1 •. 0) SIZE ADDRESS FI D.J) 

fLUSH CACHE 
SET (PACE.) 

Od ·10· ./A IRI~ CX<2 •• 0), A<27 •• 13). 
A<12 •. U" 

II A<12 •. 4> eorrl'pond. ~o 1 block Se~ (.in) 
Lowlr boun4 of A<12 •. 4) Tari,. wi~b Se~ .ill for flu.b 
Min. &ddre •• fi.ld • CX<2 •• 0>. A<27 •• 1S) (wl~b SI~ .il. )- 9KB) 

--------
A Writ. co •• LD4 in Control Sp~c •• 
Oplr~tio •• u •• ar7: r1u.b fro. ~b. eaeb. all each. block. within 

a 'p.clfi.d pa, •• r.,ard1 ••• of ~h. pa,. prot.ctiOD. 
Flu.h .atch cr1~.rl&: Two crit.ria .u.t b •• &~i.fl.d. 

Flr.~, the each. blocko. Tlrtual pac. &ddr ••• A<27 •• 1S) au.~ 
aateh th. aec ••• pal' addre •• A<27 •• 1S). On. (or aor.) bit. fro. th. 
each. block·. pa,. addr ••• A<27 •• 13) fora par~ of ~h. each. ~dr ••• : 
~h. o~h.r. art ~a, bi~ •• Th, boundar7 bet.e •• the tal bi~. LDd the 
each. &ddr ••• fi.ld i. iapleDlntation dlplndln~. For .x~.ple. in a 
lClB each., A<lS) 1. part of the each. ~dr •••• Lnd A<21 •• 1.) art tag •• 
Th ••• cond crit.r10. 1. that .ithlr the caehe bloct·. Suplryl.or 
prot.ction tal be ae~lTe pr tha~ ~he each. block'. Context ID 
f1.ld .a~ch •• the Cont.xt ID r.g1stlr. 

Data for.at.: 
(0(1 •• 0) • °10·) 1d.ntifl •• thi. flu.h co •• and a. a Pa,. 
htch fluh. 

WVU note.: 10 WVU protection check i. don •• and no update i. 
p.rfor.ld on IXU Ace •••• d or lodlfi.d bit •• 

Error int.rrupt condition: 
Writ. Back .rror if the addr ••• tran.lation for a Valid and 

Kodifi.d each. block 1. inTalid. 
lot. .. : 

Th, Pa,1 Flu.~ 1. u •• d durin, p~'1 .an~"'lnt to pur,. all 
rarar.nca. to a Tirt.ual pas. fro. the cach •• It .u.t b. 
perfor •• d b.for. the kVU i. updat.ed to r •• oy. the pa, •• 
• ine. the .xu 1. requir.d to ttLn.l~t. the c~cb. blocks" 
Tirtual addr •••••• 
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0.5.7. Flush Cache Set [Segment Match] 

REGISTER/MAP 1..<31 •. 20) 0<1 •. 0) SIr£ 

FLlJSH CACHE OltA '11' 1/1.. 
SET (SEClEIT) 

ADDRESS F Ul..D 

IlIrE CX<2 .• 0>, 1..(27 •• 17), 
1..<18 •• 0" 

•• 1..<18 •• 4) corr •• pond. to 128(8 each. CaLX) with 1 block S.~ C.in) 
Upper bound of A(18 •• 4) ~ari'l with each. 111.: 
Low.r bound of 1..<18 •• 4> yari •• with Sit .1z1 for flu.h 
MiD. addre •• f11ld a CX<2 •• 0), A(27 •• 17) Cwith S.t .1z. a each.) 

A .rit. co.aLnd in Control Spac •• 
OperatioD .uaaar1: Plu.h fro. the cachl all each. block. within 

& 'p.cifi.d •• c-ent, re,.rd11 •• of the pal' protectioD. 
Plu.h .atch criteria: two critlria .o.t be .ati.fl.d. 

Fir.t, the 'IC-Int addre •• 1..<27 •• 17) fro. the cache block'. yirtual 
addr ••• tal' .u.t .atch tht ace ••• ler-.nt addr ••• A(27 •• 17). 
the .Icond crit.rion i. that e1ther the each. block'. SuperTi.or 
protection tal bt actiyt or that the each. block', Contlxt 10 
filld •• tch •• th. Conte~ 10 r.,llter. 

Data. foraat: 
(0(1 •• 0) = '11') identifi •• thil flu.h COaALDd •• a Sogaent 
Mi.tch flush. 

KIU notl': 10 XKU protlction check i. done, and no update i. 
p.rfor •• d on KVU Acc •••• d or Modified bit •• 

Error interrupt condition: 
Irit. Back .rror if the addr ••• tran.lation for a Valid Lnd 

Mod1fi.d each. block il 1nyalid. 
lot .. : 

Thl S'C-.nt FluDh i. u •• d du~in, pa~. a&na, ••• nt to purge all 
r.f.renc •• to a Tirtual •• ga.nt fro. the each •• It i. 
r.quir.d .hon.T.r an Letiy. Par' Map Entry Croup (PKEC) 
.~.t b. r.plac.d. It .u.t b. p.rfor •• d b.tor. the rwu 1. 
updat.d to r.moy. the P~ •• inc. the lWU 1. r.quired ~ 
tran.lat. the each. block.' Tirtual 'ddr •••••• 
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0.5.8. Block Copy: Introduction 

Block Copy (Read) anti Block Copy (Write) are commands which, executed in sequence, cause a block o( 
data to be moved from one block address to another while maintaining cache data integrity and avoidin, 
the di~placement o( any valid blocks from the cache. The source block for a Block. Copy sequence may be 
either a cache block or main memory; the destination is always a block in main memory. 

Block Copy (Read) and (Write) must maintain cache data consistency. For both Block Copy (Read) and 
(\Vrite), the virtual a.ddress hit. criteria are the same as those used in cache read and write accesses. An 
additional comparison is required for both Block Copy (nead) and (\Vrite) ir the command address 
-misses- the cache. In this case, t.he translated physical address for the command must be compared wit.h 
the translated cache block address. If t.hey match, the command address and cache block address are 
synonyms, and the command must be handled :1S a cache 'hit-. 

In what rollows, the term -hit- indicates either a virtual address· -hit.- or physical address match. Ir a 
Block Copy (Read) command ·hits· the cacne, the source block ror the copy operation is taken Crom the 
cache; otherwise the source is in main memory. No protection violation can occur, since Block Copy 
(Read) bas Supervisor read access. The MMU Accessed bit is updated if the Block Copy (Read) command 
- misses· the cache. . 

The destination of the Block Copy (\\Trite) command is always main memory. If the Block Copy (\Vrite) 
command -hits· the cache, then the cache block must be invalidated. A protection violation for the \Vrite 
command will result. if the page for the destination blo"ck prohibits writes. A protection violation prevents 
both writing the block and updating the M~ru. Otherwise, both the M!\ru Accessed and Modified bits will 
be updated by a valid Block Copy (\Vrite) command. 

Certain restrictions apply to the instruction sequence which may be executed between a Block .·Copy 
(Read) and Block Copy (\Vrite). First, if any changes are made to the source block following the execution 
of a Block Copy (Read) but before a Block Copy (\Vrite), the results of those changes are unpredictable in 
the Block Copy (\Vrite) block. Second, if any other Block Copy (Read) or (\Vrite) commands are executed 
during the instruction sequence, the results c-f the original Block Copy commands are unpredictable. 

Implementations of Block Copy command~ may vary. Command formats are given below. 
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U.5.D. Block Copy [Read} 

kECISTER/KAP A<31 •• 20) D<1 •. 0) SI~ 

BLOC! COPY (u:AD) OxB 

A and co_ud tEl COIat.rol Spac •• 
Op.ratlo~: S •• a\o ••• 
Dat.a for-at.: ,/1.. 

./1. 

ADD R.ESS 'I E1.J) 

CXC2 •• 0). A<27 •• () 

Error 1At..rrupt. co~dlt.loll: ECC" .rror (i.pl •• entat.ion depend.nt.). 

U.S.10. Block Copy [Write] 

REGISTER/MAP 1.<31 •• 28) D<I •• 0) SItE 

BLOCI COPY (nUD ox» ./1. 

A Writ.. co •• ~d iA COlat.rol Space. 
Operat.ion: See &~o ••• 
Dat.a for.at.: ,/1.. 

ADDRESS YlEl.D 

WRITE CXC2 .. 0). A<27 •. 4) 

Error int..rrupt. condit.ion: tec .rror (lapl •• ent.at.ion dependent.). 
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10. The Sun-3 ECC Memory Architecture 

10.1. The Sun-3 Ece Memory: Overview 

ECC memory is the standard memory for Sun-3 systems with caches. However, the ECC memory 
architecture, as specified below, is not restricted to cache ba..sed systems alone. 

ECC memory requires three control registers on each memory board mapped into the Device Space. One 
or these registen initializes the base address or the memory board; the base address of e3ch board is 
restricted to be a multiple of the size of the board. (For example, the base address or an 8 MB board must 
be located on an 8 ME address boundary.) The second register captures the failing address and syndrome 
on single bit errors, and the third defines the mode and operation of the ECC chips. 

The contents of these registers and how they are accessed are discussed in the following sections. 

In addition, the Memory Error Control and Memory Error Address registers on the processor board 
control and record ECC error interrupts to the processor. See the section ·~1emory Error Registers· 
above for a discussion of these registers. I 

10.1.1. ECC Memory Operations 

The rollowing operations are supported by ECC Memory: 

• Bus ~femory Cycles: Read and write main memory in response to CPU, DV~lA, or cache 
Write Back bus cycles. 

o Register Access Cycles: Rcad and write memory control registers. All registers are addressable 
through a single Type 1 page in Device Space; see below . 

• Refresh Scrub Cycles: IC enabled, a data scrub will be performed during memory refresh. 

10.1.2. Memory Error Conditions 

There are two error conditions which may be detected in ECC memory: Correctable Errors (CEts) and 
Un correctable Errors (UE's). These may be detected during either memory access cycles or refresh scrub 
cycles. 

How these errors are reported to the processor (or DVMA master) is discussed below. 

10.2. Error Reporting for ECe Memory Systems 

The following sections summarize first the controls to enable error reporliD& and second how the error 
rcporting dirrers according to the type of memory cycle and error. 

10.2.1. Enabling Error Checking and Reporting 

A table listing the Dames aDd functions of enable bits (or crror reporting is given below. 
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[.uDh Bit./ Appli .. 0& 

a.,ht.er/Bd ... ory Cycl .. 

[.CC ElIABl.V Due ... OfY 
... [nab/ ... cyel .. only 

SCRUB DABU./l aeh .. h Scrub I 
t.. Enab/&f .. I C1cl .. onlT I 

I . , 
I I 

DABLE CE/ All 
••• Error/CPUI Bu •• eaorT. 

I 1efr .. b Scrubl 
I I 
I I 
I I 
I I 

(Ion.) I Bu ... orr 
I ercl .. olllr 
I 

ElABIL liT! 
.... Error/Ci'U1 

I 
I 
I 
I 
I 
I 
I 

All 
Bu. 1II •• orr, 
adr .. b Scrubl 

I 
I 
I 
I 
I 
I 

Y1l1l.ct,10& of 

EDablt B1\ 

Enable. Chick Bi\ ,euefatio~ 
and both ~ and UE report.ln, 
to .e. Error re, o. CPU Bd 

Enabl •• Check Bi\ ,en.ratio~ 
and OILY a: report.iD, 
to ... E:rror re, on CPU Bd 
~ report,in, i. inhibit.ed) 

Enabl •• CE bit. in ••• Error 
a.,: CE 1. I.t. if the Error 
Stat.u. bit, (DO) in t.h. 
Corr.ct.able Error 1., on 
AIY .,. B4 1. act.iY': C& 
bit. i. r ••• t. only .b.n ALL 
Error Statu. bit.. art r ••• t. 

UE bit. in ••• Error R_, 1. 
al •• r' .nabl.d and 1. ..t. 
OD UE report.d to CPU B4 

Enabl •• int.rrupt to CPU if 
anT .rror blt. in tb ••• mory 
Error R., i. act.iy •• 
Th •• rror bit., 00:D3, 
includ. the CE, UE. 
YBAClERR. and tIMEOUT bit •• 
(S.. -Cach. Error Condi
t.ion.- in t.he Sun-~ Cach. 
for IBACIERR, TlUEOUT.) 

10.2.2. Reporting ECC Errors 

Uncorretable and Correctable errors are reported to the CPU or DV~1A Master as follows. 

• On DVMA cycles, the ONLY error that is reported to the DVlvlA Master is an Uncorrectable 
error on the data requested during a DVt-.1A Read cycle. This UE is reported to the ~iaster as 
a bus error. Errors resulting from DV~1A \Vrite cycles or cache Write Back cycles resulting 
from DVMA are not reporte~ to the DVMA M:l5ter. 

• Correctable and Uncorrectable errors, if enabled, are reported to the processor as interrupts ir 
they result from CPU, DV~·L'" or \Vrite Back bus cycles. Correctable errors resulting from 
refresh 5crub cycles, if enabled, arc also reported as interrupts. UncorrectabJe errors resulting 
from refresh scrub cycles are not reported. . 

• Note tha.t the Memory Error Address register on the processor board does NOT capture the 
failing address of Correctable errors. The Correctable Error Reg on each memory board 5av~ 
this address. The Memory Address Error Reg saves the virt.ual addresses (or Un correctable 
errors, \Vrite Back errors, and those Timeout errors reported as interrupts. 
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10.3. Device Space Registers for ECC Memory 

In this ~ction, the re~ister8 derined in the Device Space (Type 1 access) for ECC control wbicb :ue OD 

memory boards are examined in detail. The Memory Error Control and Memory Error Addres! registers 
for ECC error reporting are discussed in the section ·l\femory Error Registers·. 

10.4. Addressing Registers on ECC Memory Boards 

Each memory board on the Sirius bus contains three different Device Space registers. All or these 
registers are addressable through a single page in the Device Spac~. 

Initialisation: s •• the eh~pt.r on CPU R ••• t 

1 

DlYICl!: ADDl 
(D,cod. A(20 •• 17» 

OsOOlEOOOO 

DEVICE 

ECC ' .. orr 

PRYS. SPACE 

A<7 •• 0) 

\Vithin this page, address bits A7:A6 address the memory board number (set by jumpers). Address bits 
A3:AO address each of the three registers, as shown below. 

ADDa REGISTER DATA TYPE 

------
A<7 •• 8)cBd' 
A<3 •• 0)=0:rl) ECC J(D Elf ABLE WORD READ-IRITE 
A<S •• 0>=Ox4 CDIUtECTABlL ~Jl lORD READ-DIlLY 
A<3 •• 0>=0%9 ECC CHIP OIAC M Bi 11 Wit 1 IE-On. Y 

------------
The ECC Chip Diagnostic register may only be written by word or longword writes on word (longword) 

boundaries (see below). 

10.4.1. The ECC Memory Enable Register 

ECC memory uses 28 bit physical addressing. The ECC ~femory Enable register supports 28 bit 
physical addressing on the memory bus. The contents or this H3 bit register are shown below. 

ECC WDroRY DlABLE REC I STER 

------------------------------------------
BIT TYPE 

-------. ...:...------------------------------
0<6 •• 0) n.a.sE J.DDRESS 

O<~> BOARD DlABlL 
0<7> BUS ECC DlA.9 

0<0> SCRUB OABlL 

0<10 •. 0) BnAAD SIn: 

0<11> EXABLE 0.0 
0<12> DtABlL orl 
0<16 .. 13> BOARD TYPE 

SUD ~ficrosystcm~ Inc 

re~-wr1t. 

re~d-write 

read-writ.. 

rea.d-wr1t, 

rnA-only 

t.~d- .. ri t. 
re~d- .. rlt. 

r.~d-on11 

Ba., Addr ••• : co.pare with 
bu. ~ddr ••• A<27 .. 22> 

OT.r~ll me.oty bo~rd .nabl. 
EtC g'ner~tionJch.ck .n~bl. 

on m •• orT bu. cycl •• 
En~bl. r.fr •• b .crub cycl. 

with Correctable Err report 
Board .1%e encodin,: 

00 • 4 1m 

01 c 8 w:B 

10 = 1t1 1m 
11 c 32 1m 

En~bl. 2Q60 pin ova 
EnLble 20eo p1n OIl 
Board type identifier 
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The regi5t.er cont~nt& are used a.5 follows: 

• The Base Addr~ss (D<5 .. 0» for each memory board i, compared with the memory bus 
address (A<27 .. 22» during each bus memory cycle. (Additional inrormation, nol ident.iCied 
in the archit.ecture, is required to identiCy a bus cycle as a memory cycle.) If the Board Enable 
bit (0<6» is active, then a memory bus cycle is addressed to this memory board if 
A<27 .. 22> is greater t.han or equal to the Base Address and less than the Base plus the board 
size (of MB to 32 ~m, encoded in 0<10 .. 9». 

• The Board Enable bit is initialized to zero when reset, as indicated in t.he chapter on CPU 
Reset; it must be active to read or write the memory board. 

• The Bus ECC Enable bit enables check bit generation and error reporting for all bus memory 
cycles. All single bit and uncorrectable errors from bus memory cycles are reported to the 
Memory Error Control register. 

• The Scrub Enable bit enables a background data scrub during refresh cycles. It also enables 
reporting Correctable errors detected d~ring the refresh scru~. 

• The Board Size field is a Read Only field encoding the board size, 4 MB to 32 ~m. 

• Enable OMO and Enable OMl are used to control the mode of operation for the 2960 ECC 
chip by driving 2960 pins DMO and D~i1. 

• The Board Type field can be used to identify particular versions or the Memory board. This 
field will be coded as D's Cor the initial version of ECC memory. 

10.4.2. The ECC Memory En l.ble Register: Initialization 

The ECC memory architecture requires t ·at memory Base Address registers be initialized with board 
address boundaries which are multiples of t1 ~ board size. As examples, an 8 MB board must be initialized 
with bit D<O> = 0; a 16 l\ffi board with .< 1..0> = 00; and a 32 MB board with D<2 .. 0> = 000. 
Memory logic comparing A<27 .. 22> with he Base Address field (D<:5 .. 0» may assume that lower 
order Base Address bits meet this restriction 

10.4.3. The Correctable Erro~ Register 

The 32.bjt. Correctable Error Register c:1.ptures the syndrome and physical address of the first single bit 
error on a memory board. It is reset on a write to the high order byte or the CE register. 

CORRECT ABl.£ EJUtOR REG I STDl 

-----------------------------------------
BIT 

0(0) EP_~R S!Arus r.~d-on17 

D<23 .. 1> Cf. ADDRESS rud-on11 

){£All INC 

Act1?1 ,t~tu. = CE .rror 
R.~l Addr ••• bit. 
~<:5 .. 3) for !lr.t CE 

Srudro •• for f!r,t CE 
-------------------------------------------------------. 

The register contents are used 3.5 follows: 

• The Error St~tus bit is 6et active wben the first corrcct~ble error is detected and reset by a 
\Vrite to the (re~d only) CE register. The address :lnd syndrome :lre hozen white the bit is set. 
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• Tbe CE Addresl rield ho1d& physical ..ddreu bits A<25 .. 3> of the fir~t CEo Re31 addr~,. bit. 
A<27 .. 26> may be read rrom tbe BASE ADDRESS field (bits D<5 .... » in the ECe Memory 
Enable regi5ler ror the board . 

• The Syndrome field holds the syndrome of the first CEo 

10.4.4. The ECC Chip Diagnostic Register 

so 

Any implementatioD or the Sun-3 Ece memory must. include control reg~ters to initialize and test. the 
ECe generation and check logic. For the first implemeDtatioD or ECe memory. the AMD 29GOA ECC 
cbips are selected Cor this logic. It is not intended that all implemeDtat.ions of Sun-3 ECe memory be 
restricted to use these AMD chips. 

The first. ECC memory utilite5 Cour AMD 2960A ECe chips per memory board. A 16 bit re&ister 
intern:u to each or these chips controls its initialitation and testiDg. This regi5ter may be written but Dot 
read. 

The ECC Chip Diagnostic Register is a logical 64 bit register consisting of the four 16 bit registers inside 
the 2960A chip. This register must be written as 16 bit. words (or 32 bit longwords) on word (lon&word) 
boundaries. . 

See the AlvtD Data Boole for a complete description. 
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