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7. CPU Reset

There are five possible resct sources for Sun-3 configurations:

2.0 Prelim

CPU Reset

40

Power-On reset, VMEbus SYSRESET-,

Watchdog reset, a User Reset switch, and CPU reset. Two of these, the VMEbus SYSRESET- and the
User Resct switch, are optional by configuration. '

The following chart indicates the devices or system bus signals that are reset by each source. Following
the chart, each reset source is described.

DEVICE/ POVER ViEdus VWATCH- USER CPU
ViEdus SIGNAL - o RESET  DOG S¥ITCH RESET
¥C68020 CPU Y B Y Y Y
Ncegest Fre Y B Y Y Y

VMEbus Signals
VXEdus SYSRESET- P | 4 P P
VMEbus SYSFAIL- Y Y Y Y

Control Space
Systes Enable reg Y B Y Y
User DVMA Enable reg Y B Y Y
Diagnostic reg Y B Y Y

Device Space
Floating Point Ace. Y B Y Y
Mezory Error Cntl reg Y B Y Y
Interrupt reg Y B Y Y Y
Serial Port Y B Y Y
Keybozrd/Mouse Y B Y Y
AMD Ethernet Intrface Y B Y Y Y.
Intel Ethernet I/F Y B Y Y Y
SCSI Interface Y B Y Y
ECC Memory Enable reg Y B Y Y
ECC Chip Diag. reg Y B Y Y

Y = Alvays roesst the irndicated device during the indicated

resst condition.
B = Bus jusper optionm:

SYSRESET- is

Reset indicated CPU devices if ViEbus

driven active (=0) frca some ViEdus board.

P = CPU-to-bus jumper option: Drive VNEdus SYSRESEI- active
(=0) during indicated resst condition for CPU bdoard.

Power-On Reset. Power-On Reset (POR) is active for 100 milliseconds minimum after the power supply
voltage reaches 4.5V. POR resets the CPU and clears the System Enable register forcing boot state, and
it resets the diagnostic register, lxgbtmg all the LEDs. Other devices reset during Power-On reset are

indicated above.

VMEbus SYSRESET-. The VMEbus SYSRESET- must be activated by a jumper in configurations with
a system bus, normally only in the event that the CPU board is not the VMEbus arbiter. If so jumpered,
the CPU board does not itself drive SYSRESET- or SYSFAIL- if the bus SYSRESET- is active.

Watchdog Reset. The Sun-3 architecture provides a watchdog circuit which generates a signal equivalent

to power-on reset (POR) whenever the CPU halts with a double bus fault.

the same devices being reset as the Power-On reset.

A Watchdog Resct results in

User Reset Switch. An optional User Reset Switch resets the same devices as the Power-On Reset.

CPU Reset. CPU Reset results from the CPU executing a Reset instruction.
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8. CPU Interrupts

8.1. Interrupt Sources

There are two sources of interrupts for Sun-3 systems: VMEbus interrupts and interrupts from devices
defined in the Sun-3 architecture.

The VMEbus interrupt handler for Sun-3 systems supports all levels (1:7) of VMEbus interrupts.
VMEDbus interrupts have lower priority than onboard device interrupts at the same level.

A list of the interrupt assignments for devices defined in the Sun-3 architecture is in the table below:
Level Device(s)

Memory Error or Clock
§CCe
Clock
Video (Sun-3 Frame Buffer or Color Xap)
Ethernet or Systez Enable Register 3
SCS1 or System Enable Register 2

. System Enadle Register |

NN~

8.2. Interrupt Acknowledge Cycles

Interrupt acknowledge cycles are CPU Space cycles identified by A<17..16> = '11'. The interrupt
vector number resulting from the execution of an interrupt acknowledge cycle may be a vector fetched

from the interrupting device, an autovector corresponding to the level of the interrupt acknowledge cycle,
or a spurious interrupt vector,

All Type 1 devices defined in the Sun-3 architecture use autovectored interrupts, except for the SCC
UART's. Either vectored or autovectored interrupts may be implemented for UART's, with vectored
being the preferred implementation. Devices on the VMEDbus use vectored interrupts.

A spurious interrupt vector results whenever an interrupt acknowledge cycle terminates by the assertion
of the bus error signal. Certain implementations of Sun-3 report spurious interrupts. In particular, the

failure of a device to return a vectored interrupt may be reported as a spurious interrupt. The contents of
the Bus Error register are not affected by the reporting of spurious interrupts.
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9. The Sun-3 Cache Architecture

9.1. The Sun-3 Cache: Introduction and Overview

9.1.1. The Sun-3 Cache: Introduction

The Sun-3 cache architecture déécribes a set of caches with a common structure. In particular, all Sun-3

caches are direct mapped caches (i.e., one way set assocmuve) with a fixed block size. They vary only in
the number of cache blocks.

The number of cache blocks, together with other options indicated in the architecture, are Sun-3 cache
implementation parameters. These parameters must be specified as part of the product specification. - ——-

9.1.2. The Sun-3 Cache: Overview
The Sun-3 cache is organized as a direct mapped virtual addressed cache contaiding 16 byte blocks {or

lines). Its size is variable, from 1K blocks (16K bytes) up to 8K blocks (128K bytes) for the largest
allowable Sun-3 cache.

Sun-3 caches support 8 virtual contexts with 28 bit virtual address spaces.

For each 16 byte cache block there is a corresponding cache tag field. The tag field contains address
information to uniquely identify the block data plus protection and control information.

In the smallest Sun-3 cache, a cache block and its corresponding tag field are addressed by A<13..4>;
in the largest Sun-3 cache,ithe block and tags are addressed by A<16..4>. To uniquely identify the
virtual address for a cache block, its tags contain the 3 bit Context ID (CID) field plus a varying number
of virtual address bits, depending on the cache size.

The tag field for the smallest Sun-3 cache contains address bits A<27..14>. Together with the cache

address, these tags uniquely identify the block address, A<27..4>. Similary, the largest cache tags include
A <27..17>. (See below for a description of all tag bits.)

The Sun-3 cache contains only data from main memory. That is, each cache block's virtual address must
translate into a physical address from a Type O page in Device Space. Data from any Type O page which

is not marked *Don't Cache® in the MMU may be cached; this includes, in particular, data accessible by
User or System DVMA.

9.2. The Sun-3 Cache: System Programming Requirements

Sun-3 caches are virtual address caches; implicit with the use of a virtual address cache is a set of
system programming restrictions which MUST be adhered to in order to guarantee system data
consistency. In addition, other restrictions on the mapping of Supervisor pages are required for optimal

cache performance.
9.2.1. Data Consistency: Overview
Virtual addressing allows aliasing: tbe possibility of multiple virtual addresses mapping to the same

pbysical address. If a Sun-3 cache were used without system page mapping restrictions, any two arbitrary
virtual addresses could occupy any two arbitrary cache locations and still map to the same physical
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address. When cache blocks are modified, Sun-3 cache hardware provides NO data consistency checking
between different cache blocks. Data can become inconsistent when changes at one cache location are not
scen at another cache location. Ultimately, the data at the common physical address in main mcmory atre
going to include only part of the Write modifications from the several cache locations.

The Sun-3 cache architecture solves this data counsistency problem by providing two distinct
mechanisms. Both mechanisms require the interaction of software with special cache hardware to ensure
consistent data. Briefly, the first mechanism requires that all alias addresses which map to the same data
must match in their low order 17 bits (modulo 128KB) IF these data are to be cached. The second

mechanisin restricts data from being cached through the use of a *Don’t Cache® bit which is defined-for
each page in the MMU Page Map. -

Both of these mechanisms are explained in more detail below.

9.2.2. Data Consistency through Modulo 128K Addressing

The first, and prefered, method of guaranteeing data consistency is through restricting the use of alias
addressing for cache data. To guarantee that all alias virtual addresses map to a common cache location,
it is REQUIRED that any two alias virtual addresses must match in their low order 17 bits (i.c., modulo
128K). This applies to alias addresses within the same context as well as aliases between contexts.

Note that to guarantee data counsistency, ANY write to a page requires that ALL references to that page
(read or write) adhere to this restriction. No requirement is placed on alias addressing to Read Only pages.

Also pote that other means are available to guarantee limited data consistency, for example, in alias
addressing between User contexts. If the operating systcm flushes the cache through *Flush Cache Set
(Context Match)" commands in Control Space at the time of User context switches, then data consistency
between User contexts is assured. The cache flush, however, is relatively slow and does nothing for alias

addressing within the context. Further, cache blocks with Supervisor protection are unaffected by this
flush command.

The hardware controls to guarantee data consistency within a single cache block are described in the
section "Cache Misses and Data Consistency® below.

9.2.3. Data Consistency through Don’t Cache Pages

The second mechanism to cosure data consxstency is through the use of a *Don’t Cache Page*® bxt in the
MMU Page Map. If this control bit is sct for a page, then all data accesses to this page are made directly
to and from main memory. In bypassing the cache, the virtual cache data consistency problem is avoided.

Since alias addressing is possible, if a page is marked "Don’t Cache® in one MMU Page Map entry, then

it must be marked *Don’t Cache® in all alias Page Map entries. Data consistency is not guaranteed
otherwise. '

Generally, direct memory data accesses are much slower than cache accesses. Frequent references to
*Don't Cache® pages will consequently harm system performance.

9.2.4. Mapping of Supervisor Pages

There are two additional requiremeuts for the mapping of Supervisor pages on systems implementing a
Sun-3 cache. These requirements are not related te cache data consistency, but rather are fundamental to
the definition of a cache *hit®; see the section *Definition of 3 Cache Hit* below.

First, the Sun-3 cache architecture requires that all Supervisor pages must have identical address
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mappings across all contexts.

Second, for protection consistency, the Sun-3 cache architecture requires that if a page is marked as

baving Supervisor access within one context, then that page must be marked as having Supervisor access
for all contexts.

These requirements ensure that, with the cache hit and protection definitions stated below, no
differences in data protection should be discernable whether a Sun-3 cacbe is enabled or disabled.

9.3. The Sun-3 Cache: Its Structure and Operation

9.3.1. Cache Tags

Sun-3 cache tags are listed below. The use of these tags in cache control is explained in the next section.

o Valid (1 bit): Indicates that the tags and data at the addressed cache block are both valid.
Neither tags nor data have meaning if the Valid bit is reset.

'

¢ Modified (1 bit): Indicates that the cache block has been modified by one (or more) Write
cycles.

e Virtual Address field (from 11 to 14 bits, depending on cache size): Virtual address bits which,
together with the cache address, uniquely identify a cache block in a 28 bit virtual address

space. For a 16K byte Sun-3 cache, the Virtual Address field is A<27..14>; for a 128K byte
Sun-3 cache, the VA field is A<<27..17>.

o Protection (2 bits): Write Allowed and Supervisor Access protection bits, identical to those in

the MMU. The use of the Protection bits is explained below under Definition of Cache
Protection.

¢ Context ID (CID) field (3 bits): Idertifies the Context for the cache block.

o Reserved (3 bits): May be read or written, but have no effect.

¢ Unused VA bits (Variable; depends on cache size): Unused VA bits are undefined.
e Unused (8 bits): Unused bits (D <7..0>) are undefined.

Sirius Cache Tag format (for Read/Write Tag Control Space operations):

D31 D3O D29 D28 D27 D26 D26 D24 D23 D22 D21 D20 D19 D18 D7 Die

| | | ! i
IValldod|Reservd]¢<—— Virtual Address

D16 Di4 D13 D12 D11 D10 DOO DOB DO7 DOS DO6 DO4 DOS DO2 DOL1 DOO

| ! | I |
~—=VA-=>|"rt|SeplRe-| ¢<~—CID—>|¢ Upused >
con't.|Protectiserved
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8.3.2. Accessing the Cache

Cache operations include read cycles, write cycles, and Control Space operations. To access the cache for
any of these operations, generally the following information is required: a Device Space/Control Space
indicator (Function Code bits; implementation dependent); a 3 bit context L.D. (from the CID register or
VME address bits A<30..28>); the 28 bit virtual address (A <27..0>); the Supervisor/User access bit; a
Read/Write bit; and the data transfer size (Size bits; encoding is implementation dependent). On write
cycles, up to one longword of data is also required; the data alignment is implementation dependent.

All of this information is required for cache read and write cycles. On Control Space operations, some
may not be required; see the Control Space section, below. Timing requirements at the cache interface for
this information are implementation dependent.

9.3.3. Deﬁnition of a Cache Hit

In this section, the cache *hit® is defined for read and write cycles and for the Block Copy (Read) and

Block Copy (Write) Control Space operations. The "hit® criteria for other Control Space operations are
e*(plamcd in the Control Space section, below. '

There are two requirements for a cache hit. First, the access address A<27..4> must match the cachc
virtual address tags plus the cache block address.

Second, cither the access context ID must match the cache Context ID tags, or the cache Supervisor

protection tag must be set. If the cache Supervisor Access tag is set, then the cache block may be accessed
regardless of the access context ID.

This "hit" definition does not necessarily imply a valid cache access, since it takes no account of
protection checking (below).

9.3.4. Definition of Cache Protection

~ Cache protection checking is defined for read and write cycles and for the Block Copy (Read) and Block
Copy (Write) Control Space operations. Protection checking in inhibited on all other cache specific

Control Space operations and during *Write Back® cycles (see Cache Access and Block Replacement,
below).

There are three requirements. First, no cache protection violation can result unless there is a cache hit.
Second, if the access has User protection, a protection violation results on a hit if either the cache block
has Supervisor protection, or if the access attempts to write into a cache block whose Write Allowed tag is
reset. Third, if the access has Supervisor protection, a protection violation results on a hit only if the
access attempts to write into a cache block whose Write Allowed tag is reset.

A protection violation terminates the bus cycle with a bus error, while setting the Protection Error bit in
the Bus Error register {on CPU bus cycles).

9.3.5. Enatling the Cache

The *Enable External Cache® bit, D<4> of the System Enable register, determines whether the cache
is enabled for read and write cycles. In Boot state, the cache is disabled. If disabled, all cache accesses
*miss® the cache, no cache blocks are written back to memory, and memory data are directly read from
or written to main memory. Block Copy {Read) and Bleck Copy {Write) Control Space operations

operate from main memory, ignoring the cache. All other Control Space opcrations for the cache,
however, remain unaffected by the Enable bit.
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0.3.6. Cache Initialization

The state of a Sun-3 cache following a Power-On reset, User Switch reset, or Watchdog reset may be
indcterminate. The reset forces the Enable External Cache bit (above) to be inactive. To initialize the
cache, the Valid tags for all cache blocks must be reset by issueing ®Write Cache Tags® commands in
Control Space before the Enable External Cache bit is set active (see Control Space, below).

9.3.7. Read and Write -Cycles: Cache Hit Operation

For the Sun-3 cache, read and write cycles begin by determining whether the cache access "hits® or
*misses® the cache. If the access ®hits® the cache, then a protection check is made. If a protection

violation is found, a protection error terminates the bus cycle; no valid data are read (read cycle) or
written (write cycle), and no block tags are updated.

If no protection violation is found, the cache cycle is valid. On a valid read cycle, up to a longword of
cache data is read from the cache. Data alignment is implementation dependent. On a valid write cycle, if
the Modified block tag is active, then up to a longword of access data is written into the block. The sizes

of data updates and alignment requirements are implementation dependent. No block tags are updated on
either of these cycles,

If the Modified tag is inactive on a valid write cycle, then both the Modified block tag bit and the
Modified bit in the MMU Page Map must be updated. The cache data may be rewritten from memory
data during the tag and MMU update, depending on the implementation. Cache data will be updated by
writing up to a longword of access data into the block. Again, the sizes of data updates and alignment
requirements are implementation dependent. ’

9.3.8. Read and Write Cycles: Cache Miss Operation

A cache "miss® on read and write cycles in Device Space may be caused by either an access to a
cacheable Type O page whose data are missing from the cache, or by an access to a *Don’t Cache® page

or a non-Type O page. Reading the MMU Page Map determines whether the access data should be in the
cache.

If the MMU translates the access address to a valid Type O page whose "Don't Cache® bit is inactive,
then the cache will be updated at the block corresponding to the access address on both read and write

cycles. The cache tags will be updated to :“ow the access context and virtual address, the Valid bit will be
set active, and the Modified bit will be set on a write cycle.

9.3.9. Cache Misses and Data Consistency

The source of a valid block of data to update the cache following a cache *miss® may be either Type 0
memory or the old cache block data. The selection depends on the contents of the old cache block to be
replaced. If the cache block contains an invalid entry, then the source of the data update is memory. If
“the cache block is valid, then data copsistency issues determine the source.

In the section *Data Consistency through Modulo 128K Addressing® above, it was stated that cache
data consistency would be guaranteed if all alias addresses were to map to a common cache location
modulo 128K. With modulo 128K addressing, it is possible that the access virtual address and cache tag
virtual address both translate to the same physical block. The Sun-3 cache architecture requires a
physical address comparator to determine whether the trapslated block addresses are identical. The
pumber of address bits compared in the physical address comparator is implementation dependent.
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If the physical addresses compare, then the source of valid data to update the cache is the old cache
block data. If the old cache block has not been modified, then the cache data and memory data are
identical. Either can serve as the data source, depending on the implementation. If the old cache block bas
been modified, then the old cache data must be the source for the cache update.

Once the source of valid block data has been determined, the access cycle can complete. On read cycles,
up to a longword of data may be read directly from the source or from the cache following the cache
update, depending on the implementation. On write cycles, up to a longword of access data may be
written into the cache. The size of data updates and cache data alignment are implementation dependent.

9.3.10. Write Back Cycles

The Sun-3 cache is a write-back cache: modified data are held in the cache until a cache block is either

replaced (on a cache miss) or flushed (see the Control Space section, below). Memory cycles which write
modified cache blocks back into memory are called Write Back cycles.

Following a cache ®*miss® on a read or write cycle, the cache block addressed on the access will be
updated, provided the access address translates to a cacheable page. The sources for the update may be
either the old cache block data or main memory (see above). If the source is the old cache block, cache
- data need not be rewritten to memory. If the source is the main memory, then an old cache block which is
valid and modified must be written back to memory. This cache data may be temporarily buffered; the

architecture does not require that the Write Back cycle to memory complete prior to updating the cache
with new data, ’

Similarly, during a Flush Cache Set operation in Control Space, valid and modified cache blocks must be
written back to memory if they satisfy the ®*flush match® criteria.

During a Write Back cycle, the virtual address for the block being rewritten must be translated in the

MMU. Any translation error is signalled as a *Write Back® error interrupt to the CPU. No protection
checking is performed.

9.3.11. Cache Error Conditions

There are two types of errors unique to systems with Sun-3 caches. These are Asynchronous Time Out
errors and Write Back errors.

In Sun-3 systems with caches, a time out error may be reported differently, depending on when t.b;
condition is detected. If the condition is detected while either 3 CPU or DVMA bus cycle is in process,
then the time out is reported as a bus error to the CPU or DVMA master. On CPU bus cycles, the

TIMEOUT bit (D<5>) in the Bus Error register records the cause of the error. (See also the Bus Error
register description.)

If the time out error is detected during a Write Back cycle (above), then it is reporte;i, il enabled, as an

interrupt to the processor. The TIMEOUT bit (D<3>) in the Memory Error Control register records this
error, .

*. A Write Back error results whenever a translation exception is detected for the addfess of a valid and
modified cache block which must be written back to memory during a Write Back cycle (above). This
error, if enabled, is also reported to the processor as ap interrupt and is recorded as the WBACKERR bit

(D<2>) in the Memory Error register. Note that no protection check is performed during the Write
Back address translation.
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9.4. The Sun-3 Cache and the MMU

9.4.1. The MMU Accesse_d Bit

In Sun-3 systems with no cache, an MMU Accessed bit is updated on every bus cycle to memory. In
Sun-3 systems with a cache, no MMU update is made if the memory read or write access "hits® the cache.
If the operating system resets an MMU Accessed bit, this means that the bit will not be set again in cache
systems until there is a cache miss for data contained in that page. Note that the Control Space
commands Block Copy (Read) and Block Copy (Write) may also update the MMU Accessed bit.

As a consequence, MMU Accessed bits may be somewhat inaccurate in reflecting page useage within
Sun-3 systems with caches. T

9.4.2. Modified Bits for the Cache and MMU

The cache and MMU Modified bits are coordinated as follows. If a Write access misses the cache, then
the MMU Access and Modified bits plus the cache Valid and Modified bits are all set active when data are

returned from main memory. For subsequent Writes to the same cache block, no tag updates are
required.

It 2 Read access misses the cache, then the MMU Access bit and the cache Valid bits are set active when
data are returped from main memory. If a subsequent Write access to this same block occurs, then both

the cache Modified and MMU Modified bits must be set active. Again, subsequent Writes do not affect
the cache tags.

9.4.3. Write Back Cycles, Control Space Operations, and the MMU

Write Back cycles and Control Space operations (see below) require special mention regarding their use
of the MMU. MMU translations are required during Write Back cycles, flushes, and Block Copy

operations. During Write Back cycles and flushes, NO protection checking is performed; checking is done
for Block Copy operations.

The MMU is never updated on Write Back cycles or flushes. On Block Copy (Read) operations, the
MMU Accessed bit of the block read is upd:ted if the block is not in the cache. On Block Copy (Write)
operations, the Accessed and Modified bits are both updated.

9.5. Control Space Operations for the Sun-3 Cache

9.5.1. Control Space Operations: Overview

There are four Control Space operztions for the Sun-3 cache. These are Read/Write Cache Tags;
Read/Write Cache Data; Flush; and Block Copy.

The sizes of data transfers supported for cache Control Space operations are implementation dependent.

Detailed descriptions of the cache control operations are given below. The following notation is used: a
data bit value of "d* indicates "Don't Czre®.
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9.5.2. Read/Write Cache Tags

REGISTER/MAP Ac3%,.28> D«1..0> SIZE PE ADDRESS FIELD

CACHE TAGS 0x8 LOxG 192 | AC16..4>e

e Address field for 120XB cache; AC13..4)> for 16XB cache

A Read or ¥rite comaand in Control Space.

At the addressed cache block, Read or ¥Write the cache tags as
data in a 32 bit format.

Dats fields:

D31 D3O D29 D28 D27 D26 D26 D24 D23 D22 D21 D20 D10 D1B D17 D16

| 1 ! i |
IVallXod|Reservdl¢ ~—=Virtual Address

D16 D14 D18 D12 D11 D10 DOS DOB DO7 DOS DO6 DO4 DOS DO2 DO1 DOO

! { | {

~=VA—>1¥rt{Sup|Re=j¢—CID—>|¢ Uncsed >
con’t.|Protectiserved

Data format:
32 bit (logical) data, D<31..0>,
Unused bdits D<7..0> are undefined.
Sizes of data transfers supported are implementation dependent.

Note: Writing all Valid bits with O's initializes the cache.
Bus Error Conditions: None.

Interrupts Generated: None.

9.5.3. Read/Write Cache Data

REGISTER/UAP A<31..20> D<1..0> SIZE TYPE ADDRESS FIELD

CACHE DATA 0x? LOxG R/¥ AC18. .20

® Address field for 128KB cache; AC13..2> for 1&XB cache
Address pote: ACS..2> address s Longvord within a cacde block.

A Read or ¥Write command in Control Epace.

Read or Write the cache data st the addressed cache dlock.
Cache tags are not checked for this opsration.

Data format: ™

32 bit data, D¢31..0>.

Sizes of data transfers supported are implementation deperndent.
Bus Error Conditions: None.

Interrupts Ganerated: Kone.
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9.5.4. Flush Cache Operations: Overview

Three Flush Cache operations are defined, depending on the match criteria: the context match flush, the
page match flush, and the segment match flush. All operations operate over a set of cache blocks. A set is
defined as one or more cache blocks, the number of blocks being a power of two and implementation
dependent. The starting address for a set is specified in the command, with the assumption that lower

order address bits are 0's. By incrementing the set address, a sequence of Flush Cache Set commands will
flush the entire cache. ' :

Each cache flush command may change the cache in two ways. First, each flush command causes all
Valid and Modified blocks from the set which satisfy the flush match criteria to be written back to main

memory. Second, each flush command causes all Valid blocks within the set which satisfy the match
criteria to be invalidated. -

The match criteria for flush commands are defined below.

9.5.5. Flush Cache Set [Context Match]

REGISTER/MAP A<31..28> D<1..0> SIZE TYPE ADDRESS FIELD

FLUSH CACHE OxA *01° X/A VRITE  CX<2..0>, AcC10..4>°°
SET (CONTEXT)

*s AC18..4> corresponds to 128KB cache (max) with 1 block Set (min)
Upper bdound of A<18..4> varies with cache size; .
Lower bound of A<16..4> varies with Sot size for flush
Min. address field = CX<2,.0> (with Set sizes = cache size)

A Urite coamand in Control Space.
Operation suzmary: Flush fros the cache all cache blocks within

8 gpecified context which are from Ust > protected pages.

Flush match criteria: The Scpervisor prc .ection tag must be
reset (User space), and the Context Il tags must = the

Context ID register (8 bits).

Data format:

(D<1..0> = °01°) identifies this flus! counmand as & Context

Match flush.

MU potes: Ko MMU protection check is & :e, and no updats is
perforned on NXU Accessed or Modifiec dits,

Error interrupt condition: .
¥rite Back error if tbhe address translation for a Valid ard
Modified cache block 1s invalid.

Yotes:

A Context Flush is ueed to epsure cache addressing consistency
vhenaver a new active context replaces an old context in the
¥XU. The Context Flush must bde perfornmed before the old
context references are remwoved fros the ¥WU, since the ¥¥U
is required to trenslate the cache blocks’ virtual addresses.
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9.5.6. Flush Cache Set [Page Match]

REGISTER/MAP A¢31,.28> D<1,.0> SIZE TYPE ADDRESS FIELD

FLUSH CACHE OxA '10° N/A WRITE  CX<2..0>, A<€27..13>,
SET (PACE) AC12. . 8d>ee

®e AC12..4> corresponds to 1 block Set (min)
Loser bound of A¢12..4> varies with Set size for flush
Nin. address field = CX<2..0>, A¢27..1% (vith Set size > BKB)

A ¥rite command in Coatrol Space.
Operation sumsary: Flush from the cache all cache blocks within
a specified page, regardless of the page protection.
Flush match criteria: Two criteris sust be satisfied,
First, the cache block®s virtual page address AC27..13) must
match the access page address AC27..13)>. One (or more) bits froa the
cache block’'s page address A<27..13> form part of the cache address;
the others are tag bits. The boundary between the tag bits and the
cache address field is implementation dependent. For exaaple, in s
16XB cachs, AC13> is part of the cache address, and AC27..14> aras tags.
The second criterion is that either the cache block's Supervisor
protection tag be active or that the cache block’s Context ID
£101d matches the Context ID register.
Data format:
(D<1..0> = *10°) identifies this flush command as a Page
Xatch flush. .
XU notes: No ¥XU protection check is dons, and no update is
perforaed on MNU Accessed or Eodified bits.
Error interrupt condition:
¥Write Back error if the address translation for a Valid and
¥odified cache block is invalid.
Kotes:
The Page Flush 4s used during page management to purgs all
referances to a virtual page from the cachs. It must be
perforsed before the KNU i3 updated to remove the page,
since the XXU is required to translate the cachs blocks’®
virtusl addresses.
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9.5.7. Flush Cache Set [Segment Match]

REGCISTER/MAP A<31..28> D¢1..0> SIZE YPE ADDRESS FIELD

FLUSH CACHE OxA *11° N/A WRITE  CX<2..0>, A¢€27..17>,
SET (SEGMEXT) AC18. 4>0e

*¢ AC16..4> corresponds to 128KB cache (max) with 1 block Set (min)
Upper bound of AC16..4> varies with cache size;
Lower dound of AC18..4> varies with Set sixe for flush
Bin. address field = CX¢2..0>, A¢27..17> (with Set size ©® cache)

A Write command in Control Space.
Opsration summary: Flush from the cache all cache dlocks withia
a specified seguent, regardless of the page protection.
Flush match criteria: Two criteria must be satisfied.
First, the segment address AC27..17)> from the cache block’s virtual
address tags must match the access segment address A<27..17>.
The second criterion is that either the cache dlock’s Supervisor '
protection tag be active or that the cache block’s Context ID
field matches the Context ID register.
Data format:
(D€1..0> = *11°) identifies this flush comnand as a Segment
Match flush.
¥WU notes: Xo KMU protection check is done, and no update is
performed on NWU Accessed or Modified bite. TS
Error interrupt condition: .
Vrite Back error if the address translation for a Valid and
Nodified cache block is invalid.
Notes:
The Segment Flush is used during page management to purge all
references to a virtual segnent fros the cache. It is
required whonever an active Page Nap Eatry Group (PMEG)
mast be replaced. It must be perforxed besfore the XXU is
updated to remove the PMEG, since the XNU is rsquired to
translate the cachs bdlocks’ virtual addresses.
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9.5.8. Block Copy: Introduction

Block Copy (Read) and Block Copy (Write) are commands which, executed in sequence, cause a block of
data to be moved from one block address to another while maintaining cache data integrity and avoiding
the displacement of any valid blocks from the cache. The source block for a Block Copy sequence may bc
either a cache block or main memory; the destination is always a block in main memory.

Block Copy (Read) and (Write) must maintain cache data consistency. For both Block Copy (Read) and
(Write), the virtual address hit criteria are the same as those used in cache read and write accesses. An
additional comparison is required for both Block Copy (Read) and (Write) if the command address
*misses” the cache. In this case, the translated physical address for the command must be compared with

the translated cache block address. If they match, the command address and cache block address are
synonyms, and the command must be handled as a cache *hit®.

In what follows, the term *hit® indicates either a virtual address *hit® or physical address match. If a
Block Copy (Read) command *hits® the cache, the source block for the copy operation is taken from the
cache; otherwise the source is in main memory. No protection violation can occur, since Block Copy

(Read) has Supervisor read access. The MMU Accessed bit is updated if the Block Copy (Read) command
*misses® the cache.

The destination of the Block Copy (Write) command is always main memory. If the Block Copy (Write)
command "hits* the cache, then the cache block must be invalidated. A protection violation for the Write
command will result if the page for the destination block probibits writes. A protection violation prevents
both writing the block and updating the MMU. Otherwise, both the MMU Accessed and Modified bits will
be updated by a valid Block Copy (Write) command.

Certain restrictions apply to the instruction sequence which may be executed between a Block-Copy
(Read) and Block Copy (Write). First, if any changes are made to the source block following the execution
of a Block Copy (Read) but before a Block Copy (Write), the results of those changes are unpredictable in
the Block Copy (Write) block. Second, if any other Block Copy (Read) or (Write) commands are executed
during the instruction sequence, the results cf the original Block Copy commands are unpredictable.

Implementations of Block Copy command: may vary. Command formats are given below.
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9.5.9. Block Copy [Read]

REGISTER/XAP A<31..28> DC1..0> SIIE P ADDRESS FIELD

BLOCKX COPY (READ) OxB n/A READ CX¢€2..0>, A¢27..4>

A Read coamand in Control Space.

Operation: See adove.

Dats format: W/A.

Error interrupt condition: ECC error (implemsntation dependent).

9.5.10. Block Copy [Write]

REGISTER/MAP A<31..28> D<1..0> SIZE TYPE ADDRESS FIELD

BLOCK COPY (SRITE) OxB /A WRITE CX<2..0>, A<27..4>

A ¥rite command ia Control Space.
Operation: Ses adove.
Data forsat: N/A.

Error interrspt condition: ECC error (implementation dependent).

Sun Microsystems Inc CONFIDENTIAL 16 May 1985



Sun-3 Architecture Rev 2.0 PrelimThbe Sun-3 ECC Memory Architecture 55

10. The Sun-3 ECC Memory Architecture

10.1. The Sun-3 ECC Memory: Overview

ECC memory is the standard memory for Sun-3 systems with caches. However, the ECC memory
architecture, as specified below, is not restricted to cache based systcms alone.

ECC memory requires three control registers on each memory board mapped into the Device Space. One
of these registers initializes the base address of the memory board; the base address of each board is
restricted to be a multiple of the size of the board. (For example, the base address of an 8 MB board must
be located on an 8 MB address boundary.) The second register captures the failing address and syndrome
on single bit errors, and the third defines the mode and operation of the ECC chips.

The contents of these registers and how they are accessed are discussed in the following sections.

In addition, the Memory Error Control and Memory Error Address registers on the processor board

control and record ECC error interrupts to the processor. See the section *Memory Error Registers®
above for a discussion of these registers.

10.1.1. ECC Memory Operations

The following operations are supported by ECC Memory:

o Bus Memory Cycles: Read and write main memory in response to CPU, DVMA, or cache
Write Back bus cycles.

o Register Access Cycles: Read and write memory control registers. All registers are addressable
through a single Type 1 page in Device Space; see below.

o Refresh Scrub Cycles: If enabled, a data scrub will be performed during memory refresh.

10.1.2. Memory Error Conditions
There are two error conditions which may be detected in ECC memory: Correctable Errors (CE's) and

Uncorrectable Errors (UE's). These may be detected during cither memory access cycles or refresh scrub
cycles.

How these errors are reported to the processor (or DVMA master) is discussed below.

10.2. Error Reporting for ECC Memory Systems

The following sections summarize [irst the controls to enable error reporting and second how the error
reporting differs according to the type of memory cycle and error.
10.2.1. Enabling Error Checking and Reporting

A table listing the names and functions of enable bits for crror reporting is given below.
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Enadle Bit/ | Applies on | Functios of
Register/Bd | ¥emory Cycles | Enable Bit

ECC EXABLE/ | Bus Xemory | Enables Cdeck Bit gensration
Mom Enad/Mem | cycles only | and both CE and UE reporting
} | to Mem Error reg oa CPU Bd

SCRUB EXABLY/| Refresh Scrub | Enables Check Bit generation
Nem Ensd/Mem | cycles only | and OKLY CE reporting

] ‘{ to Mem Error reg on CPU B4
| | (UE reporting is inhidited)
ENABLE CE/ | AL) | Enadles CE dit in Meam Error

¥em Error/CPUI Bus Memory, | Reg; CE is set 1f the Error
] Refresh Scrubl Status bit (DO) in the

| Correctadle Error Reg on

AXY Men Bd is active; CE

bit 1s reset only when ALL

Error Status bits are reset

(Xons) | Bus Memory } UE bit in Mew Error Reg is '
| cycles only | sluays enabdbled and is set
| on UE reported to CPU B4

EXABLE INT/ | ALl . | Enadbles interrupt to CPU if
Moz Error/C7Ul Bus Memory, | any error bit in the Nemory
| Refresh Scrud] Error Reg is active.
" | The error dits, DO:DS,
include the CE, UE,
¥BACKERR, and TIMEDUT bits.
(Ses "Cacde Error Condi-
tions® in the Sun-3 Cache
for WBACKERR, TIMEDUI.)

10.2.2. Reporting ECC Errors

Uncorretable and Correctable errors are reported to the CPU or DVMA Master as follows.

¢ On DVMA cycles, the ONLY error that is reported to the DVMA Master is an Uncorrectable
error on the data requested during a DVMA Read cycle. This UE is reported to the Master as
a bus error. Errors resulting from DVMA Write cycles or cache Write Back cycles resulting
from DVMA are not reported to the DVMA Master.

e Correctable and Uncorrectable errors, if enabled, are reported to the processor as interrupts if
they result from CPU, DVMA or Write Back bus cycles. Correctable errors resulting from

refresh scrub cycles, if enabled, are also reported as interrupts. Uncorrectable errors resulting
from refresh scrub cycles are not reported. oo

e Note that the Memory Error Address register on the processor board does NOT capture the
failing address of Correctable errors. The Correctable Error Reg on each memory board saves
this address. The Memory Address Error Reg saves the virtual addresses for Uncorrectable
errors, Write Back errors, and those Timeout errors reported as interrupts.
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10.3. Device Space Registers for ECC Memory

In this section, the registers defined in the Device Space (Type 1 access) for ECC control which are on
memory boards are examined in detail. The Memory Error Control and Memory Error Address registers
for ECC crror reporting are discussed in the section *Memory Error Registers®.

10.4. Addressing Registers on ECC Memory Boards .

Each memory board on the Sirius bus contains three different Device Space registers. All of these
registers are addressable through a single page in the Device Space.
Initialization: See the chapter on CPU Reset

TYPE DEVICE ADDR DEVICE PHYS. SPACE
(Decoda A¢20..173)

1 0x001E0000 ECC Nemory ACT..0>

Within this page, address bits A7:A6 address the memory board number (set by jumpers). Address bits
A3:A0 address each of the three registers, as shown below.

ADDR REGISTER DATA TYPE
AC7..6>=Bd8

A<3,.0>=0x0 ECC XEM ENABLE YORD READ-WRITE
A<3..0>=0x4 CORRECTABLE ERR ¥ORD READ-OXLY
A<S..0>=0x8 ECC CHIP DIAG 64 Bits WRITE-ONLY

The ECC Chip Diagnostic register may only be written by word or longword writes on word (longword)
boundaries {see below).

10.4.1. The ECC Memory Enable Register

ECC memory uses 28 bit physical addressing. The ECC Memory Enable register supports 28 bit
physical addressing on the memory bus. The contents of this 16 bit register are shown below.

ECC MEXNORY ENABLE REGISTER

BIT NANE TYPE NEARING
D¢5..0> BASE ADDRESS read-write Base Address; cospare with
bus addrese A¢27..22>
329.34 BOARD EXABLE read-write Overall mesmory board enadle -
D<7> BUS ECC EXAB read-writs ECC generation/check enabdle
on memory bus cycles - ———
D<8> SCRUB EXABLE resd-write Enable refresh scrod cycls
vith Correctadle Err report
D<10..9> BOARD SIZE read-only Borrd size encoding:
00 = 4 XB
0t =8 ¥B
10 = 16 B
i1 = 32 8
Dc11> EXABLE DXO read-vrite Enadle 2080 pin DNO
D<C12> EMABLE DN1 read-write Enadle 2060 pin Dl
D<15..13> BOARD TYPE read-only Board type identifier
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The register contents are used as follows:

e The Base Address (D<5..0>) for each memory board is compared with the memory bus
address (A<27..22>) during each bus memory cycle. (Additional information, not identified
in the architecture, is required to identify a bus cycle as a memory cycle.) If the Board Enable
bit (D<6>) is active, then- a memory bus cycle is addressed to this memory board if

A<27.22> is greater than or equal to the Base Address and less than the Base plus the board
size (4 MB to 32 MB, encoded in D<10..9>).

o The Board Enable bit is initialized to zero when reset, as indicated in the chapter on CPU
Reset; it must be active to read or write the memory board.

e The Bus ECC Enable bit enables check bit generation and error reporting for all bus memory

cycles. All single bit and uncorrectable errors from bus memory cycles are reported to the
Memory Error Control register.

e The Scrub Enable bit enables a background data scrub during refresh cycles. It also enables
reporting Correctable errors detected during the refresh scrub. '

o The Board Size field is a Read Only field encoding the board size, 4 MB to 32 MB.

e Enable DMO and Enable DM1 are used to control the mode of operation for the 2960 ECC
chip by driving 2960 pins DMO and DM]1.

o The Board Type field can be used to identify particular versions of the Memory board. This
field will be coded as 0’s for the initial version of ECC memory.

10.4.2. The ECC Memory Enaible Register: Initialization

The ECC memory architecture requires t -at memory Base Address registers be initialized with board
address boundaries which are multiples of ti : board size. As examples, an 8 MB board must be initialized
with bit D<0> = 0; 2 16 MB board with '<1..0> = 00; and a 32 MB board with D<2..0> = 000.
Memory logic comparing A<27..22> with he Base Address field (D<5..0>) may assume that lower
order Base Address bits meet this restriction :

10.4.23. The Correctable Erro. Register

The 32.bit Correctable Error Register captures the syndroms and physical address of the first single bit
error on a memory board. It is reset on a write to the high order byte of the CE register.

CORRECTABLE ERROR REGISTER

BIT BAME TYPE HEAMING

D<O> EeROR STATUS read-only Active statns = CE srror

D<¢23..1> CE ADDRESS read-only Real Address bdits
7€25..3) for first CE

D<31..24> SYNDROXE read-only Syndrome for tirst CE

The register contents are used as follows:

e The Error Status bit is set active when the first correctable error is detected and resct by a
Write to the (read only) CE register. The address and syndrome are frozen while the bit is set.
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e The CE Address field bolds physical address bits A<<25..3> of the first CE. Real address bits

A<27..26> may be read from the BASE ADDRESS field (bits D<5..4>) in the ECC Memory
Enable register for the board.

¢ The Syndrome field holds the syndrome of the first CE.

10.4.4. The ECC Chip Diagnostic Register

Any implementation of the Sun-3 ECC memory must include control registers to initialize and test the
ECC. generation and check logic. For the first implementation of ECC memory, the AMD 2060A ECC

chips are selected for this logic. It is not intended that all implementations of Sun-3 ECC memory be
restricted to use these AMD chips.

The first ECC memory utilizes four AMD 2960A ECC chips per memory board. A 18 bit register

internal to each of these chips controls its initialization and testing. This register may be written but not
read,

The ECC Chip Diagnostic Register is a logical 64 bit register consisting of the four 16 bit registers inside

the 2960A chip. This register must be written as 16 bit words (or 32 bit longwords) on word (longword)
boundaries. ' :

See the AMD Data Book for a complete description.
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