








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































to achieve efficiencies both in storage and performance 
can be conceived, based upon an information theoretic 
view of control and storage. Much information specified 
in the microinstruction is static, i.e., it represents 
environmental information. The status remains un
changed during the execution of a number of micro
instructions. Many of the gating paths and adder 
configurations remain static for long periods of time 
during the emulation of a single virtual machine. If this 
static information and specification is filtered out of the 
microinstruction and placed in "setup" registers, the 
combination of a particular field of a microinstruction 
with its corresponding setup register, would completely 
define the control for resource (Figure 4). This sacrifices 
nothing in flexibility-it allows for a more efficient use of 
storage., 

EXTERNAL P ARALLELIS1VI -SIl\1D 

Explicit parallelism may be internal as in the earlier 
discussion or external, that is, where the programmer 
directly controls a number of different items of data 
(Data Streams) or has a number of programs 
executed simultaneously (Instruction Streams). We 
refer to the first type of organization as a single instruc
tion stream, multiple data stream (SIMD).2 There are 
three kinds of SIMD machine organizations currently 
under development: (1) the array processor,7 (2) the 
pipeline processor, 8 (3) the associative processor. 9 
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Figure 3-Simultaneous resource management 
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Figure 4-Residual control in microprogramming 

While these systems differ basically in their organiza
tion of resources and their communication structures, 
their gross programming characterizations are quite 
similar. One instruction is issued for essential concurrent 
execution on a number of operand data pairs. Figure 
5 illustrates each of the three organizations. In the array 
processor the execution resources are replicated n 
times. Since each set of resources is capable of ex
ecuting an operand pair, in a sense each resource set 
is an independent slave processor. It may indeed (and 
usually does) have its own private memory for holding 
operand pairs. Since each processing element is physi
cally separate, communications between the elements 
can be a problem. At least it represents an overhead 
consideration. 

The pipelined processor is in many ways similar to the 
array processor, except that the execution resources are 
pipelined. That is, they are staged in such a way that 
the individual staging time for a pair of operands is 
lin of the control unit processing time. Thus n pairs of 
operands are processed in one control unit time. This 
has the same gross structure (from a programming 
point of view) as an array processor. But since the pairs 
of operands reside in a common storage (since the 
execution units are common) the communications 
overhead occur in a different sense. It is due to required 
rearranging of data vectors in proper order so that they 
may be scanned out at a rate compatible to the pipelined 
rate of the execution resources. 

Both array processors and pipelined processors work 
over directly addressed data pairs. Thus, the location of 
each pair of operands is known in advance before 
being processed . 

The associative processor is similar in many ways 
to the array processor except that the execution of a 
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control unit instruction is conditional upon the slave 
unit matching an inquiry pattern that is presented to 
all units. Matching here should be interpreted in a 
general sense, that is, satisfying some specified condition 
with respect to an inquiry pattern. Each slave unit 
contains at least one pattern register which is compared 
to the inquiry prior to conditional execution. 

Each of these processor types performs well within a 
certain class of problem. The dilemma has been to 
extend this class by restructing algorithms. It has been 
suggested (by M. :l\1insky,17 B. Arden, et al.) that 
instead of an ideal of n fold performance (on data 
streams) improvement over a sequential processor, the 
SIMD processor is more likely to realize 

Perf~log2 n 

A possible rational for this is discussed elsewhere. I6 

EXTERNAL PARALLELISM-MIMD 

The multiple instruction-stream multiple data-stream 
programs are merely statements of independency of 
tasks-for use on "multiprocessors." I believe that 

exciting new developments are occurring in the multi
processor organization through the use of shared 
resources. 

Two traditional dilemmas for a multiprocessor 
(MIMD) computer organization are: (1) that of im
proving performance at a rate greater than linear with 
respect to the increasing number of independent 
processors involved, and (2) providing a method of 
dynamic reconfiguration and assignment of the in
struction handling resources to match changing pro
gram environments. Shared Resource Organizational 
arrangements may allow solution of these problems. 

SHARED EXECUTION RESOURCES 

The execution resources of a computer (adders, 
multiplier, etc.-most of the system exclusive of 
registers and minimal control) are rarely efficiently 
used. This is especially true in modern large systems 
such as CDC7600 and IBM Model 195. Each execution 
facility is capable of essentially processing, at the 
maximum ra,te, an entire program consisting of in
structions which use that resource. The reason for this 



design is that, given that instruction I i-I required a 
floating point add type resource, it is probably that L 
will also-rather than, say a Boolean resource. Indeed 
the "execution bandwidth" available may exceed the 
actual instruction rate by a factor of 10. 

Another factor aggravating the above imbalance is 
the development of arithmetic pipe lining internal to the 
resources. In these arrangements, the execution func
tion itself is pipelined, as per the pipeline processor. 
This provides a more efficient mechanism than replica
tion for attaining a high execution rate. 

SKELETON INSTRUCTION UNITS 

In order to effectively use this execution potential, 
we postulate the use of multiple skeleton processors 
sharing the execution resources. A "skeleton" processor 
consists of only the basic registers of a system and a 
minimum of control (enough to execute a load or store 
type instruction). From a program point of view, 
however, the "skeleton" processor is a complete and 
independent logical computer. 

These processors may share the resources in space,10 
or time.u· 12. 13 If we completely rely on space sharing, 
we have a "cross-bar" type switch of processors-each 
trying to access one of n resources. This is usually un
satisfactory since the "cross-bar" switching time over
head can be formidable. On the other hand, time phased 
sharing (or time multiplexing) of the resources can be 
attractive, in that no switching overhead is involved 
and control is quite simple if the number of multiplexed 
processors are suitably related to each of the pipelining 
factors. The limitation here is that again only one of 
the m available resources is used at anyone moment. 

We suggest that the optimum arrangement is a 
combination of space-time switching (Figure 6). The 
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time factor is the number of "skeleton" processors 
multiplexed on a time phase ring while the space factor 
is the number of multiplexed processor "rings," K, 
which simultaneously request resources. Note that K 
processors will contend for the resources and, up to 
K-l, may be denied serivce at that moment. Thus 
rotating priority among the rings is suggested to guar
antee a minimum performance. The partitioning of the 
resources will be determined by the expected request 
statistics. 

SUB-COMMUTATION 

When the amount of "parallelism" (or number of 
identifiable tasks) is less than the available processors, 
we are faced with the problem of speeding up these 
tasks. This can be accomplished by designing certain 
of the processors in each ring with additional staging 
and interlock14 (the ability to issue multiple instructions 
simultaneously) facilities. The processor could issue 
multiple instruction execution requests in a single 
ring revolution. For example, in a ring of N = 16 

-8 processors could issue two request/revolutions or 
-4 processors could issue four request/revolutions or 
-2 processors could issue eight request/revolutions 

or 
-1 processor could issue sixteen request/revolutions. 

This partition is illustrated in Figure 7. 
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IMPLEMENTATION AND SIMULATION 

A proposed implementation of this shared resource 
multiprocessor is described elsewhere, together with a 
detailed instruction by instruction simulation.13 

The system consisted of eight skeleton processors 
per ring and four rings per system. The execution re
sources were generally pipelined by eight stages. The 
proposed system had a maximum capability of over 
about 500 million instructions per second and was 
capable of operating at over eighty percent efficiency 
(i.e., performance was degraded by no more than 20 
percent from the maximum). 

THE TECHNOLOGY OF OPERATING SYSTEMS 

Yet another type of parallelism involves the con
current management of the gross (I/O, etc.) resources 
of the system by the operating system. 

The evolution of very sophisticated operating systems 
and their continued existence is predicated on one 
essential technological parameter: the latency of access 
of data from an electro-mechanical medium. Few other 
single parameters in computing systems have so altered 
the entire face and approach of computing systems. 
Over the period of time, 1955 to 1971, access time to a 
rotating medium has remained essentially constant 
between 20 to 100 m seconds. Processing speeds, on the 
other hand, have increased by almost a factor of 10,000. 
Thus, originally we had a very simple system of schedul
ing. Data sets and partitions of programs were processed 

by simply waiting in turn as each request was processed. 
Today's situation requires scheduling essentially 1,000 
times more sophisticated. In other words, if more than 
one instruction in 1,000 requires a machine to go to an 
idle state, we would have the same system performance, 
as we had in 1955. Thus the nature of the dilemma. If a 
technological solution, on the other hand, could be 
achieved with low latency for accessing large data sets, 
the whole need for sophisticated operating systems to 
sustain job queues and I/O requests would be dimin
ished if not eliminated altogether. A great deal of time 
and money has been spent in analysis and synthesis of 
complex resource scheduling, resource control operating 
systems. I surmise that if a small fraction of these 
resources had been directly addressed to the physical 
problem of latency, physical solutions would have been 
found which would have resulted in much more efficient 
systems. 

This remains one of the great open challenges of the 
next five years. 

CONCLUSIONS 

With the adoption of higher level languages for user 
convenience and the evolution of machine language for 
efficient control of resources, a departure in user 
oriented machine level instructions is seen. This coupled 
with the increasing performance of memory portends a 
major shift in the structure of the conventional machine 
instruction. A new structure will allow the program 
explicit control over the resources of the system. 

With the increasing improvement in logic technology 
cost-performance, more specialized and parallel organi
zations will appear. For specialized applications 
SIMD type organization in several variations will 
appear for dedicated applications. The more general 
organization MIMD (particularly of shared resource 
type) appeared even more interesting for general 
purpose applications. 

The major technological problems for the next five 
years remain in the memory hierarchy. The operating 
systems problems over the past years are merely a 
reflection of this. A genuine technological breakthrough 
is needed for improved latency to mass storage devices. 
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